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Numerous applications require either the estimation or prediction of a noisy time-series. Examples include speech enhancement, economic forecasting, and geophysical modeling. A noisy time-series can be described in terms of a probabilistic model, which accounts for both the deterministic and stochastic components of the dynamics. Such a model can be used with a Kalman filter (or extended Kalman filter) to estimate and predict the time-series from noisy measurements. When the model is unknown, it must be estimated as well; dual estimation refers to the problem of estimating both the time-series, and its underlying probabilistic model, from noisy data. The majority of dual estimation techniques in the literature are for signals described by linear models, and many are restricted to off-line application domains. Using a probabilistic approach to dual estimation, this work unifies many of the approaches in the literature within a common theoretical and algorithmic framework, and extends their capabilities to include sequential dual estimation of both linear and nonlinear signals. The dual Kalman filtering method is developed as a method for minimizing a variety of dual estimation cost functions, and is shown to be an effective general method for estimating the signal, model parameters, and noise variances in both on-line and off-line environments.
Chapter 1

Introduction

1.1 Overview

This thesis addresses the problem of modeling and estimating noisy discrete-time signals, or time-series. Numerous applications — ranging from speech enhancement, to economic forecasting, to adaptive control — require either the estimation, prediction, or modeling of a noisy time-series. In estimation, all data up to the current time is used to approximate the current value of the underlying clean time-series. Prediction is concerned with using all available data to approximate a future value of the clean series. Modeling (sometimes referred to as identification) is the process of approximating the underlying dynamics that generated the clean time-series.

These tasks are strongly interdependent. For example, an accurate model of the system that generated the time-series can be used for estimation of the signal. Conversely, if the clean signal is available, it can be used to build an accurate model of the dynamics. Furthermore, if an accurate model and good signal estimates are available, good predictions can be generated by using the estimates as inputs to the model.

![Diagram of estimation and prediction](image)

Figure 1.1: The dual estimation problem. Signal and model estimation are interdependent tasks; prediction requires solving both.

However, when neither the model nor the clean signal are known, the situation is much more challenging (see Figure 1.1). The problem of estimating (from noisy data) both the underlying signal and the model that produced it is the central topic of this thesis, and will be referred to herein as the dual estimation problem.
The next section presents a set of basic assumptions about how the noisy data were generated, and introduces much of the notation used throughout the thesis. The remainder of this introductory chapter contains a brief motivational description of the dual estimation problem, followed by a review of work done by other researchers to date, and a preview of the contributions made in this thesis.

Chapter 2 uses a probabilistic approach to generate several cost functions that quantify (in different ways) what is meant in the preceding text by “good” or “accurate” estimates and models. Chapter 3 describes an algorithmic framework for minimizing these cost functions, which includes the expectation-maximization (EM), recursive prediction error (RPE), and some new algorithms as specific examples. Although particular attention is paid to linear and neural network models, the algorithms described are applicable to a broader class of models that are differentiable in their inputs and parameters. Finally, Chapter 4 gives an experimental comparison of the cost functions, and Chapter 5 demonstrates the practical application of the algorithms using several real-world examples.

### 1.2 Assumptions and Notation

#### 1.2.1 Model Structure

Assume the noisy time-series of interest is generated by a nonlinear autoregressive function with additive observation noise:

\[
x_k = f(x_{k-1}, \ldots, x_{k-M}, w) + v_k
\]

\[
y_k = x_k + n_k, \quad \forall k \in \{1 \ldots N\}
\]

(1.1)

where \(x_k\) corresponds to the true underlying time-series driven by process noise \(v_k\), and \(f(\cdot)\) is a nonlinear function (e.g., a neural network) of the past \(M\) values of \(x_k\) parameterized by \(w\). The only available observation is \(y_k\), which contains additive noise \(n_k\). The time-series is one-dimensional; i.e., the noisy observation \(y_k \in \mathbb{R}\) is a scalar. The situation is depicted in Figure 1.2. The notation \(\{y_k\}_1^N\) is used herein to represent the sequence of data, \(\{y_1, y_2, y_3, \ldots, y_t\}\).

This model structure is fairly general. Loosely speaking, Takens’ theorem [82] states that the dynamics of a discrete-time system with state-space dimension \(d\) can be reconstructed in a \(2d + 1\) dimensional space constructed from a vector of observations on the system \([x_{k-1}, \ldots, x_{k-(2d+1)}]^T\). In other words, the first part of Equation 1.1 can accurately model the dynamics of any unknown \(d\)-dimensional system with observed variable \(x_k\), as long as \(M \geq 2d + 1\) (see also [73, 31]), and as long as the parameterized class of models \(f(\cdot)\) is broad enough.
Figure 1.2: The data are assumed to be generated by an unknown nonlinear autoregressive model, and corrupted by additive measurement noise.

Although this thesis is concerned exclusively with time-series modeling and estimation, the concepts it explores can be readily generalized to other system identification applications. For example, including a user-determined input to the function \( f(\cdot) \) would produce a nonlinear ARX (autoregressive, exogenous input) model. Similar extensions to ARMA (autoregressive moving average) and ARMAX models are also possible, as are extensions to multi-dimensional data sets (\( \dim(y_k) > 1 \)).

A more general formulation might also include nonlinear channel effects of the form \( y_k = g(x_k, \ldots, x_{k-M+1}, n_k) \). The framework developed in this thesis can be easily adjusted to include such a nonlinear measurement equation, as long as the channel function \( g(\cdot) \) is known and differentiable\(^1\). In Equation 1.1, this function takes the special form \( g(x_k, \ldots, x_{k-M+1}, n_k) = x_k + n_k \), representing corruption by additive noise.

A Gaussian assumption on the noise terms will facilitate the derivation of cost functions from a probabilistic perspective in Chapter 2. However, much of the analysis is valid for non-Gaussian noise as well. Also, the algorithms discussed in this thesis often remain useful when the Gaussian assumption ceases to hold, as is demonstrated experimentally by the example applications in Chapter 4.

1.2.2 System Identification Loop

The methods described in this thesis must inevitably be used within a system-identification loop [46] of repeatedly: (1) selecting a model set, (2) choosing a cost function and algorithm to search for and select a model from that set, and then (3) validating the model (see Figure 1.3). The

\(^1\)Corruption by unknown channel effects represents a blind deconvolution problem, and is considerably more difficult unless additional constraints or assumptions are used.
methods presented herein address only the second of the three steps, under the assumption that mechanisms are in place for performing model set selection and model validation.

![System Identification Loop](image)

Figure 1.3: The system identification loop. The elements enclosed by the dashed line are addressed in this thesis. Figure adapted from [46].

Although the model set is partially defined by the noisy AR process of Equation 1.1, it remains overly broad because the form of the function $f(.)$ is not specified. Before the optimization methods described in this thesis can be applied, the model set must be more narrowly defined in terms of the order $M$ and particular functional form of $f(.)$. For example, $f(.)$ might be defined as a 2-layer feedforward neural network with 10 inputs ($M = 10$), 5 hidden units, and one output, or as fifth-order ($M = 5$) linear model. The methods of this thesis apply for any $f(.)$ differentiable in $x_k$ and $w$.

A parameterization of the model set in terms of $w$, $\sigma^2_w$, and $\sigma^2_{\eta}$ can then be defined to allow for a search over the model set. This parameterization is known as a **model structure** [46]. This thesis discusses the selection of a suitable cost function and algorithm for searching within a pre-specified model structure. As mentioned in the Overview, estimating the signal $\{x_k\}_1^N$ is an integral and necessary part of this model estimation step. A detailed discussion of this fact follows in the next section.

---

2More formally, a model structure is a differentiable mapping from a connected, open subset of $\mathbb{R}^d$ (the $d$-dimensional parameter space) to a model set [46].
1.3 The Dual Estimation Problem

What follows is a qualitative description of the dual estimation problem. We consider the problem from three different motivational perspectives: modeling, estimation, and prediction.

1.3.1 Modeling

Suppose we are interested in modeling the dynamics $f(.)$ of the underlying clean time-series $x_k$. A simplistic approach is to ignore the effect of the additive noise $n_k$, and build an autoregressive model $f_y(.)$ from a vector $y_k = [y_k, \ldots, y_{k-L+1}]^T$ of past values to predict the next value $y_{k+1}$, as shown below. Such a model could be trained directly on the noisy data by minimizing the squared prediction error, or some other cost. Unfortunately, the resulting model $f_y(.)$ will be biased with respect to $f(.)$ in Equation 1.1. This is because the former is a function of $y_k$, while the latter is a function of $x_k$. The effect is most easily seen by considering the least squares predictor for a linear model:

$$\hat{w}_y = (E[y_k y_k^T])^{-1} \cdot E[y_k y_{k+1}]$$  \hspace{1cm} (1.2)

where $E[.]$ denotes the sample average. The expectation can be shown to be the optimal Wiener solution for a finite causal linear model on the data.

$$E[\hat{w}_y] = (E[y_k y_k^T])^{-1} \cdot E[y_k y_{k+1}] \triangleq w^*_y.$$  \hspace{1cm} (1.3)

The signal and noise are mutually independent, so:

$$E[\hat{w}_y] = (E[x_k x_k^T] + E[n_k n_k^T])^{-1} \cdot (E[x_k x_{k+1}] + E[n_k n_{k+1}])$$

$$\Rightarrow E[\hat{w}_y] \neq (E[x_k x_k^T])^{-1} \cdot E[x_k x_{k+1}] \triangleq w.$$  \hspace{1cm} (1.4)

\hspace{1cm} This task is also referred to as dynamic reconstruction [31].
The optimal Wiener predictor for \( \{y_k\}_1^N \) (given by \( w^*_y \)) is not the same as the Wiener predictor \( w \) for \( \{x_k\}_1^N \). Hence, a least-squares model for \( \{y_k\}_1^N \) (which has the expected value \( w^*_y \)) will be biased with respect to \( w \).

However, an unbiased linear model can be generated using a simple adjustment to the least-squares solution, provided that the statistics of the noise are known:

\[
\hat{w}_y^u \triangleq (E[y_k y_k^T] - E[n_k n_k^T])^{-1} \cdot (E[y_k y_{k+1}] - E[n_k n_{k+1}])
\]

\[
\Rightarrow E[\hat{w}_y^u] = (E[x_k x_k^T])^{-1} \cdot E[x_k x_{k+1}]
\]

(1.5)

Unfortunately, the additive noise in the data \( \{y_k\}_1^N \) will induce a higher variance in the sample correlations, \( E[y_k y_k^T] \) and \( E[y_k y_{k+1}] \). This contributes to higher variance in the parameter estimates, \( \hat{w}_y^u \). Even though it is unbiased, the variance in the model estimate means that any particular \( \hat{w}_y^u \) is unlikely to be accurate.

A related deterministic approach, known as total least squares (TLS), performs principal components analysis on the noisy data to produce an unbiased estimate [25]. However, TLS solutions are subject to the same variance problems as the above unbiased least squares estimate.

Another alternative is to build a model from signal estimates \( \hat{x}_k \) that have lower variance than \( y_k \), such that the Wiener solution:

\[
\hat{w}_x \triangleq (E[\hat{x}_k \hat{x}_k^T])^{-1} \cdot E[\hat{x}_k y_{k+1}]
\]

(1.6)

is unbiased. The least squares approximation to this solution (replacing expectations with \( \hat{E}[\cdot] \)) is therefore unbiased and has lower variance. The signal estimates \( \hat{x}_k \) will have this property provided that: (1) they are optimal in the sense that \( \hat{x}_k \) is uncorrelated with the error \( \tilde{x}_k = (x_k - \hat{x}_k) \); (2) they are causal, so that \( \hat{x}_k \) is independent of the noise term \( n_{k+1} \) and \( v_{k+1} \) at the next time step. Using the above definition of \( \hat{x}_k \), and \( y_{k+1} = w^T x_k + v_{k+1} + n_{k+1} \):

\[
\hat{w}_x = (E[\hat{x}_k (x_k + \hat{x}_k)^T])^{-1} \cdot E[\hat{x}_k (x_k^T w + v_{k+1} + n_{k+1})].
\]

(1.7)

Applying the optimality condition to the first term and the causality condition to the second term, this reduces to:

\[
\hat{w}_x = (E[xx^T + \hat{x}_k \hat{x}_k^T])^{-1} \cdot E[xx^T + \hat{x}_k \hat{x}_k^T]w
\]

(1.8)

\[
= (E[xx^T + \hat{x}_k \hat{x}_k^T])^{-1} \cdot E[xx^T + \hat{x}_k \hat{x}_k^T]w
\]

(1.9)

\[
= w,
\]

(1.10)
so the optimal solution is attained, and the corresponding least squares solution is unbiased. However, the requisite estimates $\hat{x}_k$ can be generated by an optimal (i.e., Kalman) filter only if the model is known. The dual estimation problem can be viewed as the need to generate these estimates in order to estimate an unknown model.

### 1.3.2 Estimation

Sometimes, one is primarily interested in the estimation of a noisy signal; i.e., estimating $\{x_k\}_1^T$ from the noisy data $\{y_k\}_1^T$. A common approach to this problem is to use information about the noise statistics to subtract the noise in the magnitude spectral domain [4]. Nonlinear variations on this spectral subtraction approach perform the subtraction in other domains. These approaches typically suffer from distortion of the signal due to an overestimation of the noise spectrum. They also require a block-wise form of processing (to compute the transform) which precludes their use in applications that require on-line estimation.

Another general approach is to find a mapping from a window of the noisy data, to the corresponding window of the clean signal. The mapping (which could also operate in a transform domain) can be found by using a training set of noisy input data and clean target data. Aside from being a non-causal, or block-wise approach, this method suffers from being limited to the data represented in the training set. The learned mapping will not generalize to signals with statistics that are different from the training set.

The focus of this thesis is on sequential, on-line estimation approaches that operate in the time-domain and which do not require a separate set of training data. In the case of linear models and Gaussian statistics when the model parameters $w$ and variances are known, the celebrated Kalman filter ([36],1961) produces optimal estimates $\hat{x}_k = E[x_k|\{y_k\}_1^T, w]$ of the signal given all the past measurements. The extended Kalman filter (EKF) is an approximate method in the case of nonlinear models, and approximates the nonlinear model as time-varying linear model during certain steps in the estimation process. Lewis ([43],1986) provides a comprehensive review.

However, an immutable characteristic of Kalman filtering approaches is their requirement that the model of the system dynamics be known. This is not the case in the present context; another view of the dual estimation problem is the need to estimate the model in order to estimate the signal.
1.3.3 Prediction

The task of prediction is interesting because it shows how the problems of estimation and modeling are related. Suppose a prediction is required for the next value $y_{t+1}$ of a noisy time-series $\{y_k\}_1^t$, known to be generated according to Equation 1.1. A simple solution is to build the autoregressive model $f_y(\cdot)$ described in Section 1.3.1, and generate predictions as $\hat{y}_{t+1} = f_y(y_t, \hat{w}_y)$. While it was noted that the model $f_y(\cdot)$ is biased with respect to $f(\cdot)$, the predictions produced by this model would, in fact, be unbiased.

On the other hand, any particular $f_y(\cdot)$ will not necessarily give accurate predictions because of the previously described variance of the modeling process. Furthermore, the predictions obtained from a given $f_y(\cdot)$ will themselves have high variance due to the additive noise on the inputs to the predictor.

The above approach does not take advantage of the special relationship of a particular input to other inputs in the window, or to inputs in other windows. In fact, fitting $f_y(\cdot)$ to the noisy data is equivalent to treating the problem like a standard regression task, where there is no particular relationship between each of the inputs. It is important to note that the variance of the predictions can be reduced by exploiting the knowledge that the data are from a time-series generated according to Equation 1.1.

Because the data are from a noisy AR process, all of the past data $\{y_k\}_1^t$ can, in theory, be used to improve the prediction of $y_{t+1}$. However, using a growing window of all past data as the input to a predictor is not practical because the number of parameters would increase as well. In the linear case, a Kalman filter uses knowledge of the AR model to summarize the past data $\{y_k\}_1^t$ with a finite vector $\mathbf{x}_t$ such that $E[y_{t+1} | \mathbf{x}_t] = E[y_{t+1} | \{y_k\}_1^t]$. In fact, $\mathbf{x}_t$ represents the conditional expectation of the lagged values of the signal given all the past data, and the model.

Because $\mathbf{x}_t$ will have lower variance than $y_t$, it results in lower variance predictions. Also, as noted previously, a predictor trained using $\mathbf{x}_t$ as inputs will be unbiased with respect to the autoregressive function $f(\cdot)$. The problem, of course, is finding the estimates $\hat{\mathbf{x}}_k$ when the model is unavailable (the Kalman filter requires a known model). Once again, this is the dual estimation problem.

1.3.4 Additional Comments

Note that even when the model is linear, (i.e., $f(\cdot) = \mathbf{w}^T \mathbf{x}_{k-1}$, where $\mathbf{x}_{k-1} = [x_{k-1}, x_{k-2}, \ldots, x_{k-M}]$) the inner product of the parameter vector $\mathbf{w}$ with the vector $\mathbf{x}_{k-1}$ indicates a bilinear relationship between these unknown quantities. Hence, even in the simplest case, linear estimation methods
such as least squares are not applicable for the dual estimation problem, and numerical optimization techniques are required.

This thesis focuses primarily on approaches that make use of statistical information about the data; this information ultimately involves the statistics of the noise terms $v_k$ and $n_k$. However, in many practical applications, the statistics of either one (perhaps both) of these noise processes will be unknown. The dual problem of estimating the weights $w$ and signal $x_k$ will in such cases also involve the estimation of this additional statistical information.

Most of the previous work on dual estimation has been restricted to the linear model case. Many of these methods are reviewed in the next section, along with the limited number of methods for nonlinear models. This thesis unifies many of these linear and nonlinear approaches in the context of neural network models. This and other contributions are described in Section 1.5.

1.4 Related Work

1.4.1 Iterative vs. Sequential Methods

A variety of methods have been proposed for dual estimation. Some involve an iterative scheme of repeatedly estimating the time-series using the current model and all available data, and then estimating the model using the estimates and all the data (see Figure 1.5(a)). Some of these iterative methods work in the frequency-domain (or some other transform-domain), and some work directly on the data in the time-domain. Iterative schemes are necessarily restricted to offline applications, where a batch of data has been previously collected for processing. However, note that both the signal and weight estimation steps of an iterative scheme can be performed using either batch-mode or pattern-mode forms of processing.

Other dual estimation methods involve sequential estimation of both the model and the time-series simultaneously from the data (see Figure 1.5(b)). Sequential algorithms are recursive in nature, and can be used to process data on-line, as it becomes available (they are necessarily time-domain algorithms). Alternatively, they can also be used for efficient off-line processing, where the sequential algorithm makes several passes over the same block of data. Some discussion of the advantages of this approach is given by Ljung and Söderström [47].

This thesis is primarily concerned with sequential algorithms. However, a strong relationship exists between many time-domain iterative methods and sequential methods. For this reason, several of these iterative methods are described in this section.

---

4Batch-mode processing refers to updating the estimates only once, after all the data have been observed. Pattern-mode processing refers to updating the estimates each time a training pattern is observed [30].
Figure 1.5: Two approaches to the dual estimation problem. Iterative approaches use large blocks of data repeatedly. Sequential approaches are designed to pass over the data one point at a time.

The vast majority of work on dual estimation has been for linear models where the noise terms $v_i$ and $n_k$ are uncorrelated zero-mean white Gaussian processes with variances $\sigma_v^2$ and $\sigma_n^2$, respectively. An overview of these “linear” methods is provided first, followed by the work done for nonlinear models. Additional details about the algorithms will be provided in the contexts of Chapters 2 and 3.

1.4.2 Linear Models

Adaptive Estimation

As mentioned in Section 1.3.2, when the model parameters $w$ and variances are known for the class of linear systems just described, the Kalman filter ([36], 1961) produces maximum-likelihood estimates of the signal given all the past measurements. Although originally developed in the context of automatic control systems, the Kalman filter has proven useful in a broad range of fields. For example, Paliwal and Basu ([63], 1987) investigate the use of Kalman filtering for speech enhancement. Additional refinements to the method, including extensions for colored measurement noise $n_k$ ([37, 24] have been developed elsewhere.

When the dynamics and statistics of the time-series are not known in advance, however, the Kalman filter cannot be applied. Hence, much of the early work on the dual estimation problem is concerned with Kalman filtering when the model parameters (or noise variances) are not completely known; this area of research is called adaptive estimation ([2].

In early work, Kopp and Orford ([38], 1963] and Cox ([12], 1964) propose including both the lagged signal vector $x_{k-1}$ and unknown parameters $w$ in a combined state vector to form a joint

---

5Rauch, Tung, and Striebel ([68], 1965) proposed a variant (often referred to as the Kalman smoother) that combines forward and backward filtering to allow for recursive estimation of the estimates of the signal given all the available data, past and future.
nonlinear state-space representation. The extended Kalman filter is then applied to the resulting nonlinear estimation problem. We will refer to this approach as the joint extended Kalman filter (joint EKF). Ljung ([45],1979) provides an extensive convergence analysis of the method, and discusses the importance of computing the sensitivity of the Kalman gain to the parameters. Niedźwiecki and Cisowski ([62],1996) make further practical enhancements to the algorithm for detecting and handling outliers.

Motivated by some convergence problems exhibited by the joint EKF, Nelson ([61],1976) proposes using two separate Kalman filters to provide an alternative solution to the dual estimation problem. In this dual Kalman approach, one filter produces estimates of the signal assuming the model is known, and the other filter produces parameter estimates assuming the signal is known. Ljung and Söderström ([47],1983) put the dual Kalman method into a general family of recursive identification algorithms, and include the use of recursive “sensitivity equations” for computing the derivatives of the recursive structure.

Maximum-Likelihood Approaches

Akaike ([1],1973) approaches dual estimation from within a maximum-likelihood context. Gupta and Mehra ([26],1974) discuss the potential pitfalls of maximum-likelihood parameter estimation, and the use of Kalman filtering and nonlinear programming approaches. In the iterative approach of [26], the Kalman filter is used to evaluate the conditional means and error covariances required for evaluating the likelihood function; maximum-likelihood parameter estimates are found by a variety of batch optimization techniques.

Another well-known iterative approach within the maximum-likelihood framework was presented by Lim and Oppenheim ([44],1978) for the problem of speech enhancement. A recursive least squares algorithm was used to estimate the model parameters, while a frequency-domain Wiener filtering approach was used for signal estimation. This paper was largely responsible for introducing the speech enhancement community to dual estimation with AR models.

EM Approaches

A somewhat different iterative approach to maximum-likelihood dual estimation is given by the expectation-maximization (EM) algorithm, first developed by Dempster et al. ([16],1977), and subsequently applied to time-series smoothing by Musicus and Lim ([58],1979) and Shumway and Stoffer ([76],1982). In each iteration, the conditional expectation of the signal is computed, given the data and the current estimate of the model (E-step). Then the model is found which maximizes a function of this conditional mean (M-step). Additional details are given on pages 36, 85, and in
Appendix F. The approach has the advantage of some theoretical guarantees of convergence in the linear case. A batch form of the algorithm for pole-zero models is derived in [58]. In [76], the E-step is computed with a Kalman smoother, and the M-step is computed in closed form. The algorithm has been implemented and extended by several other researchers.

Weinstein et al. ([93], 1994) extend the EM algorithm of [76] for two-microphone speech enhancement, and suggest a Kalman filter E-step, and gradient based M-step to allow for a sequential version of the algorithm. Other extensions for speech enhancement appear in [41, 42, 21]. Krishnamurthy et al. ([39], 1998) propose using Kalman smoothers for both the E and M steps, and apply the algorithm to estimation of a broad class of bilinear systems. A sequential variation based on two Kalman filters is also suggested (but not implemented). Ghahramani ([22], 1998) shows how the EM algorithm can be put in the context of learning dynamic Bayesian networks, while Blake et al. ([3], 1999) combine a type of Monte Carlo sampling with the EM algorithm for learning multi-class linear dynamics for visual object trackers.

1.4.3 Nonlinear Models

By and large, the methods discussed above are for dynamic system models that are linear in the parameters and in the signal. The field of artificial neural networks has generated many papers on the topic of identifying nonlinear dynamic systems. While the majority of these papers assume that the training data (i.e., the time-series) are clean, several of the approaches in these papers are strongly related to the dual estimation task.

Neural Network Training Methods

Although a pretrained neural network model can be used for the task of signal estimation, the Kalman filter cannot be applied directly to such nonlinear system models. Instead, the model must be linearized at every time step to allow for approximate propagation of the covariance of the estimated state. This algorithm is the extended Kalman filter (EKF) [43]. Assuming the model parameters \( \mathbf{w} \) are known, and the noise terms \( v_k \) and \( n_k \) are Gaussian with known variances, the EKF produces approximate maximum-likelihood estimates of the signal.

As proposed by Singhal and Wu ([77], 1989) and described by Plumer ([65], 1995), the EKF can also be used as a means of training (i.e., estimating the parameters of) a neural network. When used as a parameter estimation method, the EKF can be viewed as an efficient second-order nonlinear programming approach similar to the Gauss-Newton update rule [48]. Puskorius and Feldkamp ([66], 1994) extend the approach to recurrent neural networks and nonlinear dynamic
systems, and present a decoupled version which exchanges some performance for computational efficiency.

In the context of training recurrent neural networks, Matthews ([51], 1990) estimates both the hidden neuron outputs and network weights concurrently by combining them in a single state vector, and applying the EKF. This algorithm is quite similar to the joint EKF mentioned above for the linear case. However, while [38, 12, 45, 62] are concerned with estimating signals from noisy data, Matthews [51] uses the approach for training with clean data. Here, the state-estimation helps provide targets for the hidden layers of the recurrent network at the same time that the weights are being updated. Williams ([96], 1992) describes the relationship between the joint EKF and real-time recurrent learning (RTRL) algorithms, and gives an analysis of the computational requirements. More recently, Sum et al. ([81], 1998) augment the joint EKF training algorithm with a probabilistic pruning method.

Matthews ([52], 1994) also proposes using two separate EKFs for estimating the hidden outputs and weights of recurrent neural networks. This algorithm is essentially a nonlinear extension of the dual KF method [61], in the form outlined by Ljung and Söderström [47]. Again, however, state estimation is used to supply targets to the hidden units of a network trained on clean data, rather than for estimating a noisy signal.

The EM algorithm has been applied by numerous authors to nonlinear system identification. Jordan and Jacobs ([34], 1994) develop both batch and on-line algorithms for estimating the parameters of a hierarchical mixture of experts model. An EM algorithm for training neural networks on clean data is presented by de Freitas, Niranjan, and Gee ([14], 1998). Here, the weights are given a dynamic system representation of their own (to potentially allow for modeling non-stationary systems). The weights are estimated via a Kalman smoother (E-step), and the dynamics of the weights are estimated during the M-step.

While the Kalman-based approaches inherently assume Gaussian densities on the data and states, there has been renewed interest recently in Monte Carlo methods for non-Gaussian state estimation. In the context of neural network training, de Freitas et al. [15] investigate a training algorithm based on sequential Monte Carlo techniques.

**Dual Estimation Methods**

All of the neural network training methods described above are for parameter estimation using clean data; only a few papers appear in the literature that are explicitly concerned with dual estimation for neural networks models.

Connor et al. ([10], 1994) propose an iterative approach to training recurrent neural networks
for robust time-series prediction tasks. The algorithm alternates between applying a robust form of the EKF to estimate time-series, and using these estimates to train the neural network via gradient descent (using back-propagation [72, 95]). The work is an extension of robust estimation methods for linear ARMA models described by Martin ([50], 1982).

Weigend and Zimmerman's ([92],1995) Clearning algorithm is a heuristic method for training a neural network with noise on the input and target data, and can be applied to dual estimation for noisy time-series. The cost function can be shown to be a simplified approximation to the errors-in-variables cost function discussed on this page. While it allows for sequential estimation, the simplification can lead to severely biased results [87].

An approach developed by Stuberud and Owen ([80],1996) uses an adaptive EKF as a state-observer in a model reference adaptive control framework. Here, the system dynamics are partially known, and the EKF estimates the unmodeled component of the dynamics along with the state. Because the state is only observed through additive noise, this essentially constitutes a dual estimation problem (although it is not a time-series problem per se). The algorithm is similar to the joint EKF approaches described in Section 1.4.2.

Ghahramani and Roweis ([23],1999) show an EM approach to the dual estimation problem, using radial basis function (RBF) networks. An extended Kalman smoother is used for the E-step, and a closed-form solution to the RBF weights for the M-step. Briegel and Tresp [5] propose some variants on the EM algorithm by offering three alternative E-steps for signal estimation, all based on a Monte Carlo sampling approach. For weight estimation, a generalized M-step is performed by gradient descent. More recently, Wan et al. ([90],2000) demonstrate how an algorithm called the unscented filter can produce a more accurate nonlinear E-step without the use of Monte Carlo sampling.

The general idea behind the Monte Carlo (or particle filter) approaches is to either improve the Gaussian approximation to certain crucial densities, or to avoid the Gaussian assumptions altogether. While offering the potential of better performance than Kalman filtering methods, these methods generally incur higher computational expense. While some of the theory developed in Chapter 2 is relevant for the more general non-Gaussian case, the cost functions and algorithms in this thesis will focus on the Gaussian case, wherein Kalman filtering methods are appropriate.

**Errors in Variables Models**

Errors-in-variables (EIV) models appear in the nonlinear statistical regression literature (Seber and Wild, [75] 1989), and are used for regressing on variables related by a nonlinear function, but measured with some error. EIV methods involve iteratively maximizing a joint likelihood function
for the input and output data of the regression.

The form of the EIV cost function for time-series data is derived in Appendix G. In Chapter 2, this same joint cost is derived from a maximum a posteriori (MAP) perspective, and relationship between this cost and the maximum-likelihood approaches is also discussed. However, errors-in-variables is an iterative approach involving batch computation; it tends not to be practical for time-series data because the computational requirements increase in proportion to $N^2$, where $N$ is the length of the data.

1.5 Contributions of the Thesis

Dual estimation methods for nonlinear time-series models are relatively few, especially when compared with methods for linear models. This is to be expected, seeing that the fields of linear estimation, signal processing, and control are considerably more developed than their nonlinear counterparts. The existing methods offer a variety of approaches (i.e., adaptive Kalman, maximum-likelihood, and EM) which share some common traits, but whose similarities and differences have not been sufficiently explicated in the literature. The first goal of this thesis is to provide a theoretical foundation for relating these methods; the second goal is to use this foundation to generate a family of sequential dual estimation methods for nonlinear time-series models.

1.5.1 Theoretical Framework

Any approach to dual estimation must be based on some explicit or implicit definition of optimality. A cost function provides a quantitative measure of the quality of the model and signal estimates, and generally forms the basis for designing a suitable algorithm. The methods in the preceding section correspond to a variety of cost functions; comparing these methods without an understanding of how their respective cost functions relate is not terribly illuminating.

This thesis provides a probabilistic treatment of the dual estimation problem, and suggests the feasibility of two main approaches to it. The relationship between these approaches, which holds in the general non-Gaussian case, arises from the probabilistic framework. Employing a Gaussian assumption on the noise produces several different cost functions, each corresponding to a different approximation. Some of these cost functions are identical to those investigated previously for the linear case; others are novel. However, the theoretical foundation of these cost functions enables the explication of their relationship to one another.
1.5.2 Sequential Methods

Many applications demand online, or sequential processing of data, as measurements become available. Sequential processing has the additional benefit of reduced memory requirements, and the flexibility to be applied in either on-line or off-line settings. The focus of this thesis is therefore on developing sequential methods for dual estimation within the theoretical framework described above. In some instances, only off-line methods have been previously investigated in the literature.

1.5.3 Algorithmic Framework

The Gaussian assumption on the noise largely justifies the use of Kalman-filter-based approaches to dual estimation. An algorithmic framework called dual extended Kalman filtering (dual EKF) is developed for minimizing the various cost functions. The framework includes maximum-likelihood, recursive prediction error, EM, and some novel algorithms as special cases, and is applicable to both linear and neural network model structures. The relationship of these contributions to existing methods is clarified in Table 1.1; the cost functions are explained in Chapter 2.

Table 1.1: Algorithmic contributions of this thesis to the problem of dual estimation. For each cost function listed, references are given for algorithms categorized as iterative or sequential approaches, using either linear or nonlinear models. Symbols indicate: (★) developed in this thesis or in a previous publication by the author; (+) applied to a problem other than dual estimation; (●) EIV algorithm; (●) a significant approximation is made to the cost function.

<table>
<thead>
<tr>
<th>Cost</th>
<th>Iterative</th>
<th>Sequential</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear</td>
<td>Nonlin.</td>
</tr>
<tr>
<td>prediction error</td>
<td>[50]</td>
<td>[10]</td>
</tr>
<tr>
<td>maximum-likelihood</td>
<td>[26]</td>
<td></td>
</tr>
<tr>
<td>expectation-maximization</td>
<td>[58, 76]</td>
<td>[23, 5, 34]</td>
</tr>
<tr>
<td>joint (MAP)</td>
<td>[75] ★</td>
<td>[75] ★</td>
</tr>
<tr>
<td>error coupled</td>
<td>★</td>
<td>★</td>
</tr>
</tbody>
</table>

Although most of the cost functions explored in this thesis have been previously considered (at least in the context of linear models), many of these costs have been applied primarily in an off-line, iterative setting. Meanwhile, many applications require that the dual estimation problem be solved on-line, as data become available; the dual EKF algorithms minimize the dual estimation costs sequentially, thereby offering this needed capability.

Promising results have been published for a prediction error form of the dual EKF (Wan and Nelson [87], 1997). The algorithm was successfully applied to single-microphone speech enhancement [59, 87, 89] problems, and is essentially a nonlinear counterpart to the linear RPE algorithm.
described in the last section\(^6\). This thesis develops this and other members of the dual EKF family.

### 1.5.4 Variance Estimation

As stated in Section 1.3, the statistics of the measurement and process noises are generally useful (if not crucial) for dual estimation. Under a zero-mean Gaussian assumption, this information amounts to the variances of these noise processes. However, the few nonlinear-model dual estimation approaches that appear in the literature employ \textit{ad hoc} methods of choosing these variances. An important part of this thesis is its investigation of theoretically justified variance estimation techniques in the context of dual estimation for nonlinear models.

### 1.5.5 Experimental Comparisons

The various cost functions can all be justified theoretically given different sets of approximations. Determining which of these approximations are better or worse on theoretical grounds is extremely difficult, if not impossible. Experiments are therefore performed on a variety of different data sets in order to facilitate useful conclusions about the pros and cons of the different approaches. For example, the dual EKF is found to perform the best with the maximum-likelihood and joint cost function listed in Table 1.1. Note that these conclusions are made much more meaningful through the use of a common algorithmic framework, which minimizes the spurious differences between the methods.

### 1.5.6 Applications

The practical use of the dual EKF algorithms is shown in several application domains. Special considerations must be made for different classes of signals. Specifically, in the domain of speech enhancement, the nonstationarity of the speech signal must be taken into account, and perceptually relevant evaluation of the signal estimate should be considered. For economic time-series, data scarcity is a critical issue. Generally, for any specific application domain the questions of model set selection and model validation can be more readily addressed.

### 1.5.7 Summary of Contributions

The contributions of this thesis are as follows:

\[^6\text{Although it was developed independently, the prediction error form of the dual EKF also bears similarity to the method proposed by Matthews [52] for training recurrent networks with clean data.}\]
1. **Unified theoretical framework.** The relationship between several different cost functions and algorithms are shown within a probabilistic framework under a Gaussian assumption. New cost functions are developed that have not been previously explored in the literature.

2. **Nonlinear methods.** New algorithms are proposed that are applicable for both linear and nonlinear model structures. These algorithms extend the range of existing linear methods to include new cost functions, and expand the application domain to include nonlinear time-series models.

3. **Sequential methods.** The new algorithms provide estimates of the signal and model sequentially. This gives them the flexibility of being applicable in both on-line and off-line settings.

4. **Unified algorithmic framework.** A variety of approaches to the dual estimation problem can be unified algorithmically by showing how they are implemented as specific members of a dual EKF family of algorithms.

5. **Noise variance estimation.** Novel methods of estimating the process and measurement noise variances are investigated in the context of the dual estimation algorithms.

6. **Experimental comparisons.** Experiments on several different classes of data are included in order to compare the advantages and disadvantages of the various approaches. Linear models are also compared with nonlinear models (exemplified by feedforward neural networks).

7. **Applications.** Example applications of the dual EKF algorithms are provided to demonstrate their use on real-world data, and to address some of the practical considerations that arise for different classes of data.

As stated previously, this author has written several papers on the dual EKF with Dr. Eric Wan. This thesis extends that work by deepening the theoretical foundations of the approach, and broadening the algorithm to encompass a number of heretofore disparate methods. Experimental work is also extended to include data from the domains of speech, econometrics, and geophysics.
Chapter 2

Cost Functions: A Probabilistic Perspective

2.1 Overview

This chapter considers the dual estimation problem from a probabilistic perspective. This perspective is used to show the relationship between many of the algorithms mentioned in Chapter 1, and to generate several new cost functions.

Section 2.2 motivates the maximum a posteriori (MAP) approach to dual estimation, the central component of which is the joint conditional density of the signal and weights. Section 2.3 uses this density as the theoretical foundation for developing several different cost functions. In Section 2.4, the expansion of this joint density into a marginal form is considered. The relationship between the joint and marginal forms is used to provide an understanding of the relationship between a variety of cost functions, some of which are exemplified by existing algorithms, and some of which have not been explored in the current literature.

For the sake of conceptual simplicity, the derivations in this chapter are based on the off-line problem of estimating the signal and model from a set of $N$ noisy observations, $\{y_k\}_1^N$. This allows the cost functions to be written in the familiar form as a sum of quadratic (and other) terms. While the algorithms in Chapter 3 will be based directly on these cost functions, they are recursive methods using on-line interpretations of the costs.

This chapter makes explicit use of the Gaussian assumption placed on the noise processes in Section 1.2. The Gaussian noise assumption greatly facilitates the derivation of the necessary cost functions. However, while the cost functions derived in this chapter rely on this assumption for their theoretical justification, the corresponding algorithms in the next chapter are not so limited in their scope. This will be demonstrated by the examples provided at the end of this thesis, some of which involve obviously non-Gaussian data.
Furthermore, the basic relationship between two main classes of algorithms shown in the next section does not rely on a Gaussian assumption. Only when the relevant probabilistic quantities are translated into cost functions and algorithms is a Gaussian assumption employed.

2.2 Bayesian Estimation for Noisy Time-Series

2.2.1 Characterizing the Data

The data are assumed to be generated according to Equation 1.1:

\[ x_k = f(x_{k-1}, \ldots, x_{k-M}, w) + v_k \]
\[ y_k = x_k + n_k, \quad \forall k \in \{1 \ldots N\}. \]

With only \( \{y_k\}_1^N \) available, the dual estimation problem is to find estimates \( \{\hat{x}_k\}_1^N \) and \( \hat{w} \) of the signal and weights that are in some sense optimal. All of the statistical information contained in the data \( \{y_k\}_1^N \) about the signal and parameters is embodied by the joint conditional probability density of the signal \( \{x_k\}_1^N \) and weights \( w \), given the noisy data \( \{y_k\}_1^N \). For notational convenience, define the column vectors \( x_1^N \) and \( y_1^N \), with elements from \( \{x_k\}_1^N \) and \( \{y_k\}_1^N \), respectively. The joint conditional density function is written as:

\[
\rho_{x_1^N w|y_1^N}(X = x_1^N, W = w|Y = y_1^N),
\]

where \( X, Y, \) and \( W \) are the vectors of random variables associated with \( x_1^N, y_1^N, \) and \( w \), respectively. This joint density is abbreviated as \( \rho_{x_1^N w|y_1^N} \).

An alternative view of generating data according to Equation 1.1 is sampling from the distribution given by \( \rho_{x_1^N w|y_1^N} \). One sample includes the specific data \( \{y_k\}_1^N \), as well as the unobserved signal \( \{x_k\}_1^N \) and the unknown parameters \( w \). Because \( \{y_k\}_1^N \) is the only observable part of the sample, the values of \( \{x_k\}_1^N \) and \( w \) can only be estimated by using the knowledge embodied by \( \rho_{x_1^N w|y_1^N} \).

Given the data \( \{y_k\}_1^N \), a dual estimation procedure will produce estimates \( \{\hat{x}_k\}_1^N \) and \( \hat{w} \). Because \( \{y_k\}_1^N \) were drawn according to the random vector \( Y \), it follows that \( \{\hat{x}_k\}_1^N \) and \( \hat{w} \) are effectively drawn from the distributions on the random vectors \( \hat{X} \) and \( \hat{W} \), where these random vectors are functions of the random vector \( Y \). The nature of these functions are determined by the estimation procedure.

2.2.2 Expected Loss

A particular sample of data and a particular choice of estimator will produce the errors \( \{\hat{x}_k - x_k\}_1^N \) and \( \hat{w} - w \). A good estimator should generate small errors. To quantify this idea, a loss function
combines these error vectors to compute a scalar measure of quality. Examples of loss functions include inner products, or various norms with different weightings between the signal error and weight errors, or between different elements of these errors.

The loss function describes the quality of the estimates produced for a given sample of data drawn according to \( p_{x^N w^N y^N} \). However, the fact that \( \{x_k\}^1_N \) and \( w \) are unobserved prevents direct computation of the loss. Instead, the density \( p_{x^N w^N y^N} \) is used to compute the conditional expectation of this loss given the data:

\[
E_{XW|Y}[L(\{x_k - \hat{x}_k\}^1_N, w - \hat{w})|\{y_k\}^N],
\]

where \( L(\cdot) \) is a loss function of the errors in the signal and weight estimates.

Furthermore, one is generally interested in an estimator that generalizes to new data. That is, if new samples \( \{y_k\}^N, \{x_k\}^1_N \) and \( w \) are drawn from \( p_{x^N w^N y^N} \), the same estimation procedure should produce \( \{\hat{x}_k\}^1_N \) and \( \hat{w} \) with a low loss function value. In other words, whatever the choice of loss function, one is interested in minimizing the expected loss, where the expectation is taken over possible values of \( w, \{x_k\}^1_N, \) and \( \{y_k\}^N \) according to the density \( p_{x^N w^N y^N} \). This expected loss can be written as:

\[
E_Y \left[ E_{XW|Y} \left[ L(\{x_k - \hat{x}_k\}^1_N, w - \hat{w})|\{y_k\}^N \right] \right],
\]

This expression is often called the Bayes risk, and the values of \( \{x_k\}^1_N \) and \( w \) for which it is minimized are the Bayes estimates. Clearly, what these estimates are will depend on the specific loss function \( L(\cdot) \) that is chosen.

If a quadratic loss is chosen, the expected cost is minimized by the minimum mean squared error (MMSE) solution, given by the conditional mean \( E[x^1_N w|y^N] \). An absolute value loss function produces an estimate equal to the median value of the joint conditional density \( p_{x^N w|y^N} \), called the minimax solution. A loss that is one everywhere and zero in a small region around the true values of \( \{x_k\}^N \) and \( w \) corresponds to the maximum a posteriori (MAP) solution, which maximizes the posterior (or conditional) density \( p_{x^N w|y^N} \). For derivations and additional discussion on this topic see page 4 of [43].

When \( p_{x^N w} \) is unimodal and symmetric about its mean, the Bayes estimate is the same for a broad class of loss functions (for details, see [32]). In particular, when \( p_{x^N w} \) is Gaussian, the MAP, MMSE, and minimax estimates are all the same; this equivalence will hold when the noise processes are Gaussian and the system function \( f(\cdot) \) is linear.

---

1The minimax estimate is so called because it minimizes the maximum value of the error.
2.2.3 MAP Approach to Dual Estimation

The MAP estimate is also sometimes used in applications where the choice of a suitable loss function is not clear [17]. Furthermore, the relationship between the various approaches in the literature is most apparent when viewed from a MAP perspective. In the dual estimation context, the MAP estimation approach consists of the following optimization problem:

\[
(x^*_N, \hat{w}) = \arg \max_{x^*_N, \hat{w}} p(x^*_N, \hat{w} | y_{1:N})
\]  

(2.4)

This formulation of the problem is the focus of this thesis.

By and large, the literature can be divided into two basic classes of algorithms. The first, referred to herein as joint estimation methods, attempt to maximize \( p(x^*_N, \hat{w} | y_{1:N}) \) directly. This approach will be described in Section 2.3. The second class of methods, which will be referred to as marginal estimation methods, operate by expanding the joint density as:

\[
p(x^*_N, \hat{w} | y_{1:N}) = p(x^*_N | w, y_{1:N}) \cdot p(w | y_{1:N})
\]  

(2.5)

and maximizing the two terms separately. The marginal estimation approach will be described in Section 2.4.

2.3 Joint Estimation of Signal and Weights

The MAP approach to the dual estimation problem is to maximize the joint conditional probability density \( p(x^*_N, \hat{w} | y_{1:N}) \) of the signal \( \{x_k\}_1^N \) and weights \( w \), given the noisy data \( \{y_k\}_1^N \). Again, estimation schemes that deal with this quantity are referred to as joint estimation methods.

Using Bayes rule, the joint conditional density can be expressed as:

\[
p(x^*_N, \hat{w} | y_{1:N}) = \frac{p(y_{1:N} | x^*_N, \hat{w}) \cdot p(x^*_N, \hat{w})}{p(y_{1:N})}.
\]  

(2.6)

Although \( \{y_k\}_1^N \) is statistically dependent on \( \{x_k\}_1^N \) and \( w \), the prior \( p_{y_{1:N}} \) is nonetheless functionally independent of \( \{x_k\}_1^N \) and \( w \). Therefore, \( p(x^*_N, \hat{w} | y_{1:N}) \) can be maximized by maximizing the terms in the numerator alone. The first term \( p_{y_{1:N} | x^*_N, \hat{w}} \) represents the joint likelihood function of the signal and weights, while the second term \( p_{x^*_N, \hat{w}} \) represents the prior information about the relationship between the signal and the weights. The numerator can be expanded further as:

\[
p_{y_{1:N} | x^*_N, \hat{w}} \cdot p_{x^*_N, \hat{w}} = p_{y_{1:N} | x^*_N} \cdot p_{x^*_N} \cdot p_{\hat{w}}
\]  

(2.7)

If no prior information is available on the weights, \( p_w \) can be dropped, leaving the maximization of

\[
p_{y_{1:N} | x^*_N} \cdot p_{x^*_N} \]  

(2.8)
Let \(a\) and \(b\) represent two jointly distributed Gaussian random variables. Then:
\[
\rho_{a|b}(a = a|b = b) = \frac{1}{\sqrt{2\pi}\sigma_{a|b}^2} \exp \left( -\frac{(a - E[a|b])^2}{2\sigma_{a|b}^2} \right),
\]
where \(E[a|b]\) is the conditional mean of \(a\) given \(b = b\), and \(\sigma_{a|b}^2\) is the conditional variance.

Formula 2.1: The general form of a Gaussian conditional density \(\rho_{A|B}\)

with respect to \(\{x_k\}_{1}^{N}\) and \(w\).

### 2.3.1 White Noise Case

If \(v_k\) and \(n_k\) are both zero-mean white Gaussian noise processes, then the two terms of Equation 2.8 can be evaluated (as shown in Appendix A) to give:
\[
\rho_{y|x,w} = \frac{1}{\sqrt{(2\pi)^N(\sigma_n)^N}} \exp \left( -\sum_{k=1}^{N} \frac{(y_k - x_k)^2}{2\sigma_n^2} \right)
\cdot \frac{1}{\sqrt{(2\pi)^N(\sigma_v)^N}} \exp \left( -\sum_{k=1}^{N} \frac{(x_k - x_k^-)^2}{2\sigma_v^2} \right),
\]
where \(x_k^- \triangleq E[x_k|\{x_l\}_{1}^{k-1}, w]\)
\[
= f(x_{k-1}, ..., x_{k-M}, w).
\]

Here we have used the structure given in Equation 1.1 to compute the prediction \(x_k^-\) using the model \(f(\cdot, w)\) and only the past \(M\) values of the series.

After taking the logarithm, the corresponding cost function can be seen to be:
\[
J = \sum_{k=1}^{N} \left( \log(2\pi\sigma_n^2) + \frac{(y_k - x_k)^2}{\sigma_n^2} + \log(2\pi\sigma_v^2) + \frac{(x_k - x_k^-)^2}{\sigma_v^2} \right).
\]

This cost function can be minimized with respect to any of the unknown quantities. However, if the noise variances are known, then only \(\{x_k\}_{1}^{N}\) and \(w\) need to be estimated. Because the log terms in the above cost are independent of the signal and weights, they can be dropped, providing a more specialized cost function:
\[
J^j(x_1, w) = \sum_{k=1}^{N} \left( \frac{(y_k - x_k)^2}{\sigma_n^2} + \frac{(x_k - x_k^-)^2}{\sigma_v^2} \right).
\]

The first term is a soft constraint keeping \(\{x_k\}_{1}^{N}\) close to the observations \(\{y_k\}_{1}^{N}\). The smaller the measurement noise variance, \(\sigma_n^2\), the stronger this constraint will be. The second term keeps the
signal estimates and model estimates mutually consistent with the AR structure. This constraint will be strong when the signal is highly deterministic (i.e., $\sigma_e^2$ is small). Although the first term is a function of $\{x_k\}_i^N$ alone, the second term represents a strong coupling between $\{x_k\}_i^N$ and $w$, through $x_k^- = f(x_{k-1} \ldots x_{k-M}, w)$. $J_j(x_i^N, w)$ should be minimized with respect to both $\{x_k\}_i^N$ and $w$ to find the estimates which maximize the joint density $p_{y_1^N x_i^N | w}$. This is a difficult optimization problem because of the high degree of coupling between the unknown quantities $\{x_k\}_i^N$ and $w$. As shown in Appendix G, the EIV approach tries to minimize this same cost in an iterative framework. The joint EKF algorithm mentioned in Section 1.4 attempts to sequentially estimate the signal and weights by combining them into a single (joint) state vector (see Chapter 3). However, the resulting system of state-space equations is highly nonlinear, even for linear models. Several authors have reported convergence problems with this approach [45, 61].

**Decoupling with Direct Substitution**

An alternative way of dealing with this sort of multivariate optimization problem is by optimizing one variable at a time while the other variable is fixed, and alternating. This approach, which effectively decouples the optimization problem, is exemplified by the (iterative) errors-in-variables algorithm, and by the (sequential) dual EKF family of algorithms.

**Signal Estimation**

To minimize $J_j(x_i^N, w)$ with respect to the signal, the cost is evaluated using the current estimate $\hat{w}$ of the weights to generate the predictions. The simplest approach is to substitute the predictions $\hat{x}_k^- = f(x_{k-1}, \ldots, x_{k-M}, \hat{w})$ directly into Equation 2.11:

$$J_j(x_i^N, \hat{w}) = \sum_{k=1}^{N} \left( \frac{(y_k - x_k)^2}{\sigma_n^2} + \frac{(x_k - \hat{x}_k^-)^2}{\sigma_e^2} \right).$$

(2.12)

This cost function is then minimized with respect to $\{x_k\}_i^N$.

**Weight Estimation**

To minimize the joint cost function with respect to the weights, $J_j(x_i^N, w)$ is evaluated using the current signal estimate $\{\hat{x}_k\}_i^N$ and the associated (redefined) predictions $\hat{x}_k^- = f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, w)$. Again, this results in a straightforward substitution in Equation 2.11:

$$J_j(\hat{x}, w) = \sum_{k=1}^{N} \left( \frac{(y_k - \hat{x}_k)^2}{\sigma_n^2} + \frac{(\hat{x}_k - \hat{x}_k^-)^2}{\sigma_e^2} \right).$$

(2.13)
If the current signal estimate $\hat{x}_k$ is taken to be a recursive function of the weights, then both terms in the above cost are minimized with respect to $\mathbf{w}$.

Otherwise, however, the first term is independent of the weights $\mathbf{w}$, and only the second term is minimized. Here, only $\hat{x}_k^-$ is a function of the weights:

$$J^2(\hat{x}_k^N, \mathbf{w}) = \sum_{k=1}^{N} \frac{(\hat{x}_k - \hat{x}_k^-)^2}{\sigma_v^2}.$$  \hspace{1cm} (2.14)

This is essentially a type of prediction error cost, where the model is trained to predict the estimated time-series. Effectively, the method maximizes $p(x_k^N | \mathbf{w}, \mathbf{y}_k)$, evaluated at $\hat{x}_k^N = \hat{x}_k^N$. A potential problem with this approach is that it is not directly constrained by the actual data $\mathbf{y}_k$. An inaccurate (yet self-consistent) pair of estimates $(\hat{x}_k^N, \hat{\mathbf{w}})$ could conceivably be obtained as a solution.

**Variance Estimation**

When the variances are unknown, they must be estimated as well. To minimize the joint cost function with respect to the noise variances, the full cost $J^1$ is evaluated using the current signal estimate $\{\hat{x}_k\}_k^N$, weight estimates $\hat{\mathbf{w}}$, and the associated (redefined) predictions $\hat{x}_k^- = f(\hat{x}_{k-1}, ..., \hat{x}_{k-M}, \hat{\mathbf{w}})$. This results in a straightforward substitution in Equation 2.10:

$$J^1(\sigma_v^2) = \sum_{k=1}^{N} \left( \log(2\pi\sigma_n^2) + \frac{(y_k - \hat{x}_k)^2}{\sigma_n^2} \right) + \log(2\pi\sigma_v^2) + \frac{(\hat{x}_k - \hat{x}_k^-)^2}{\sigma_v^2}.$$  \hspace{1cm} (2.15)

This cost function can be minimized with respect to either $\sigma_v^2$ or $\sigma_n^2$ by using the current estimates of the signal and weights.

Notice that the log terms are necessary for keeping the variance estimates small, because the quadratic terms go to zero as the variances go to infinity. Also, the estimates $\hat{x}_k$ and predictions $\hat{x}_k^-$ are themselves functions of the variances, so the numerators in the quadratic terms are also minimized with respect to $\sigma_v^2$ and $\sigma_n^2$.

In the decoupled approach to joint estimation, by separately minimizing each cost with respect to its argument, the values are found that maximize (at least locally) the joint conditional density function. Sequential minimization of the costs in Equations 2.12 - 2.15 is performed by a two-observation form of the dual EKF algorithm (Nelson 1998 [60]); the errors-in-variables method performs a batch-style minimization. Details on these algorithms are provided in Chapter 3.
Error Coupling

While clearly justified, the above direct substitution approach fails to take advantage of the information which is available about the errors in the estimates at each step of the optimization.

Signal Estimation

From the standpoint of signal estimation alone, minimizing $J^I(x_k^N, \hat{w})$ in Equation 2.12 is not the best approach because the error associated with $\hat{w}$ has not been taken into account. To see this, consider rewriting Equation 1.1 in terms of $\hat{w}$:

$$x_k = f \left( x_{k-1}, \ldots, x_{k-M}, \hat{w} \right) + \hat{f}_k + v_k$$
$$y_k = x_k + n_k, \quad \forall k \in \{1 \ldots N \} \tag{2.16}$$

where $\hat{f}_k = f \left( x_{k-1}, \ldots, x_{k-M}, \hat{w} \right) - f \left( x_{k-1}, \ldots, x_{k-M}, \hat{w} \right)$. Note that this representation is exactly equivalent to Equation 1.1, except that the time-series is now written as a function of $\hat{w}$ instead of $w$. The error due to $\hat{w}$ is accounted for by introducing $\hat{f}_k$. This reformulation allows for the evaluation of $\rho_{y|\hat{x}_k^N|\hat{w}}$ instead of $\rho_{y|\hat{x}_k^N|w}$. Because $\hat{w}$ is available (and not $w$), maximizing $\rho_{y|\hat{x}_k^N|\hat{w}}$ should produce better signal estimates; this in turn, should produce better weight estimates and allow for faster overall convergence. Furthermore, as the weights estimates converge, $\rho_{y|\hat{x}_k^N|\hat{w}}$ will converge to $\rho_{y|\hat{x}_k^N|w}$, giving the desired signal estimates.

The utility of this reformulation is realized by assuming that the dynamics error, $\hat{f}_k$, is a zero-mean Gaussian process. When $f(\cdot)$ is a linear function, the dynamics error is a linear function of the error in the weight estimates: i.e., $\hat{f}_k = x_{k-1}^T \cdot \hat{w}$, where $\hat{w} \triangleq w - \hat{w}$. If $\hat{w}$ is distributed as a zero-mean Gaussian, then so is $\hat{f}_k$. If $f(\cdot)$ is nonlinear, this represents an approximation.

Assuming $\hat{w}$ is zero-mean is equivalent to assuming $\hat{w}$ is an unbiased ($E[\hat{w}] = 0$) estimate. In order for $\rho_{y|\hat{x}_k^N|\hat{w}}$ to converge to $\rho_{y|\hat{x}_k^N|w}$ it is also necessary that $\hat{w}$ be a consistent ($\text{Cov}[\hat{w}] \to 0$) estimator.

The cost associated with $\rho_{y|\hat{x}_k^N|\hat{w}}$ is derived using $\rho_{y|\hat{x}_k^N|\hat{w}} = \rho_{y|\hat{x}_k^N|\hat{w}} \cdot \rho_{\hat{x}_k^N|\hat{w}}$ (cf. Equation 2.8) in conjunction with Equation 2.16. The cost is:

$$J^{cc}(x_k^N) = \sum_{k=1}^{N} \left( \frac{(y_k - x_k)^2}{\sigma_n^2} + \frac{(x_k - \hat{x}_k)^2}{\sigma_{\hat{f},k}^2 + \sigma_v^2} + \log(2\pi(\sigma_{\hat{f},k}^2 + \sigma_v^2)) \right), \tag{2.17}$$

where $\sigma_{\hat{f},k}^2$ is the variance of the error, $\hat{f}_k$, in the prediction due to $\hat{w}$. Predictions are given by $\hat{x}_k = f \left( x_{k-1}, \ldots, x_{k-M}, \hat{w} \right)$, and the prediction error $\hat{x}_k - \hat{x}_k$ includes the usual process noise $v_k$ as well as the error $\hat{f}_k$, giving it a variance $\sigma_{\hat{f},k}^2 + \sigma_v^2$. The error in the weights is thus accounted
for by an adjustment in the prediction error variance. Note that because \( \tilde{f}_k \) is independent of the current signal value \( x_k \), this log term is neglected by algorithms that operate sequentially on the data, such as the Kalman filter.

In any case, all of the dual estimation algorithms in the literature that have a distinct signal estimation step (e.g., EIV, EM, RPE) have until now minimized the cost in Equation 2.12. Some authors have suggested increasing the process noise variance \( \sigma_w^2 \) to account for model errors [78]. However, the more rigorous approach to incorporating the model error statistics — represented by Equation 2.17 — has not been investigated elsewhere.

**Weight Estimation**

For weight estimation, the cost functions in Equations 2.13 and 2.14 implicitly assume that the signal estimates \( \{\hat{x}_k\}_1^N \) are exact. As in the above discussion on signal estimation, faster convergence might be obtained if the error associated with \( \{\hat{x}_k\}_1^N \) is accounted for by maximizing the density \( \rho_{Y|X|^N|W} \). Again, \( \rho_{Y|X|^N|W} \) will converge to \( \rho_{Y|X|^N|W} \) as the signal estimates converge.

In order to evaluate \( \rho_{Y|X|^N|W} \), Equation 1.1 is again rewritten: this time as

\[
\begin{align*}
\hat{x}_k &= f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, \mathbf{w}) + \tilde{f}_k - \tilde{x}_k + \nu_k \\
y_k &= \hat{x}_k + \tilde{x}_k + n_k, \quad \forall k \in \{1 \ldots N\} \\
\text{where} \quad \tilde{f}_k &\triangleq f(x_{k-1}, \ldots, x_{k-M}, \mathbf{w}) - f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, \mathbf{w}), \\
\text{and} \quad \tilde{x}_k &\triangleq x_k - \hat{x}_k.
\end{align*}
\]

(2.18)

Here, \( \tilde{f}_k \) and \( \tilde{x}_k \) are assumed to be approximately Gaussian, and zero-mean under the assumption that \( \tilde{x}_k \) is unbiased. Convergence of \( \rho_{Y|X|^N|W} \) to \( \rho_{Y|X|^N|W} \) is provided by assuming that \( \tilde{x}_k \) is consistent. Using the above representation and the expansion \( \rho_{Y|X|^N|W} = \rho_{Y|\hat{X}|W} \cdot \rho_{\hat{X}|W} \) results in the following cost function:

\[
J^{\text{ew}}(\mathbf{w}) = \sum_{k=1}^{N} \left( \log(2\pi\sigma_{e_k}^2) + \frac{(y_k - \hat{x}_k)^2}{\sigma_{e_k}^2} + \log(2\pi g_k) + \frac{(\tilde{x}_k - \tilde{x}_k^{-})^2}{g_k} \right),
\]

(2.19)

where \( \sigma_{e_k}^2 \) is the variance of \( e_k = (y_k - \tilde{x}_k) \), which contains both \( n_k \) and the signal estimate error \( \tilde{x}_k \). Hence, \( \sigma_{e_k}^2 = \sigma_{\tilde{x}_k}^2 + \sigma_{\nu_k}^2 \). Predictions are given by \( \hat{x}_k = f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, \mathbf{w}) \), and the variance of the prediction error \( \tilde{x}_k = (\hat{x}_k - \tilde{x}_k) \) is denoted by \( g_k \). The variances \( \sigma_{e_k}^2 \) and \( g_k \) replace \( \sigma_n^2 \) and \( \sigma_p^2 \), respectively, in Equation 2.13. Also, note that the log terms have not been dropped from this cost, because both \( \sigma_{e_k}^2 \) and \( g_k \) are functions of \( \mathbf{w} \).
If the estimates \( \{ \tilde{x}_k \}_1^N \) are taken to be independent of the weights, then the first two terms can be dropped, and the cost reduces to:

\[
J_i^c(w) = \sum_{k=1}^N \left( \log(2\pi \sigma^2_k) + \frac{(\tilde{x}_k - \hat{x}^-_k)^2}{\sigma^2_k} \right),
\]

where only \( \hat{x}^-_k \) is a function of \( w \). As in the cost of Equation 2.14, this cost is not directly dependent on the data \( \{ y_k \}_1^N \), and when used in the dual estimation setting, runs the risk of producing results that are consistent with \( \{ \tilde{x}_k \}_1^N \), but not with the data. However, while the cost \( J^d(x, w) \) in Equation 2.14 effectively treats the estimates \( \tilde{x}_k \) as if they are the clean signal, Equation 2.20 avoids this pitfall by accounting for the error in \( \tilde{x}_k \) through \( g_k \).

Variance Estimation

The errors in the signal and weight estimates can also be accounted for during estimation of the noise variances. Here, the idea is to maximize \( \rho_{x_k w | y_k} \) under the assumption that it will converge to the density \( \rho_{x_k w | y_k} \) as the signal and weight estimates converge. The autoregression is written as in Equation 2.18, except that the dynamics error is defined differently, as

\[
\hat{f}_k \triangleq f(\tilde{x}_{k-1}, \ldots \tilde{x}_{k-M}, w) - f(\hat{x}_{k-1}, \ldots \hat{x}_{k-M}, \hat{w}).
\]

The resulting cost function:

\[
J^c(\sigma^2) = \sum_{k=1}^N \left( \log(2\pi \sigma^2_k) + \frac{(y_k - \hat{x}_k)^2}{\sigma^2_k} \right) + \log(2\pi g_k) + \frac{(\hat{x}_k - \hat{x}^-_k)^2}{g_k},
\]

is identical to that in Equation 2.19 except that predictions here are given by \( \hat{x}^-_k = f(\tilde{x}_{k-1}, \ldots \tilde{x}_{k-M}, \hat{w}) \) and \( g_k \) is adjusted accordingly. The argument \( \sigma^2 \) is used to indicate that the cost is minimized with respect to either \( \sigma^2_v \) or \( \sigma^2_n \).

Whether for signal estimation or weight estimation, the above “error coupling” cost functions have the potential of offering faster convergence to a maximum of \( \rho_{x_k w | y_k} \). However, they require the approximation of \( \hat{f}_k \) as a zero-mean Gaussian random variable whose variance goes to zero asymptotically. The effect of this approximation will depend on the specific data being considered; however, in Chapter 4, the error-coupled cost is shown not to perform as well, in general, as the other dual EKF costs. Algorithms for minimizing the costs in Equations 2.17, 2.19, and 2.20 are provided in Chapter 3.
The following section addresses the dual estimation problem when the measurement noise is not white. Noise with correlation between samples is usually referred to as colored noise. The development for the colored noise case mostly parallels the white noise case, although the resulting cost functions are somewhat different.

2.3.2 Colored Noise Case

The additive noise $\{n_k\}^N_1$ is generally assumed in this chapter to be Gaussian with an autocorrelation function that is known within a scalar multiple. The simplest case, addressed in the previous section, is when the noise is white with possibly unknown scalar variance, $\sigma^2_n$. When the noise is colored, the knowledge of its autocorrelation can be encoded by writing the noise as a linear AR process:

$$n_k = \sum_{i=1}^{M_n} w^{(i)}_{n,k} \cdot n_{k-i} + v_{n,k},$$

(2.23)

where the parameters $w^{(i)}_{n}$ are assumed to be known, and $v_{n,k}$ is a white Gaussian process with (possibly unknown) variance $\sigma^2_v$. The noise $n_k$ can now be thought of as a second signal added to the first, but with the distinction that it has been generated by a known system. If the system (i.e., $w^{(i)}_{n}$) were not known, the signal estimation problem would be equivalent to single-sensor blind signal separation. This remains a challenging area for future research, and will not be considered here.

Because $n_k$ can be viewed as a second signal, it should be estimated on equal footing with $x_k$. Consider, therefore, maximizing $\rho_{x_1^N n_1^N | y_1^N}$ (where $n_1^N$ is a vector comprised of elements in $\{n_k\}^N_1$) instead of $\rho_{x_1^N y_1^N | y_1^N}$. We can write this as:

$$\rho_{x_1^N n_1^N | y_1^N} = \frac{\rho_{x_1^N | y_1^N} \cdot \rho_{y_1^N}}{\rho_{y_1^N}},$$

(2.24)

and (in the absence of prior information about $w$) maximize $\rho_{y_1^N | x_1^N n_1^N | w}$ alone.

However, writing the expansion

$$\rho_{y_1^N | x_1^N n_1^N | w} = \rho_{y_1^N | x_1^N n_1^N w} \cdot \rho_{x_1^N n_1^N | w},$$

(2.25)

exposes $\rho_{y_1^N | x_1^N n_1^N w}$ as an impulse function at the constraint $y_1^N = x_1^N + n_1^N$. Hence, $\rho_{y_1^N | x_1^N n_1^N | w}$ is singular, so maximizing it is equivalent to maximizing $\rho_{x_1^N n_1^N | w}$ subject to $y_1^N = x_1^N + n_1^N$.

Furthermore, $\rho_{x_1^N n_1^N | w}$ can be written as:

$$\rho_{x_1^N n_1^N | w} = \rho_{x_1^N | w} \cdot \rho_{n_1^N | w},$$

(2.26)
because the signal and noise are assumed to be mutually independent. If the process noise terms
\( v_k \) and \( v_{n,k} \) are zero-mean Gaussian white noise, then:

\[
\rho x_k^n n_k^w = \frac{1}{\sqrt{(2\pi)^N (\sigma_v^2)^N}} \exp \left( - \frac{1}{2\sigma_v^2} \sum_{k=1}^{N} (x_k - x_k^{-})^2 \right)
\]  

(2.27)

where \( n_k^- = \sum_{i=1}^{M_n} w_{n}^{(i)} \cdot n_{k-i} \). The corresponding cost is simply:

\[
J^j = \sum_{k=1}^{N} \left( \log(2\pi \sigma_v^2) + \frac{(x_k - x_k^-)^2}{\sigma_v^2} \right)
+ \log(2\pi \sigma_w^2) + \frac{(n_k - n_k^-)^2}{\sigma_w^2}
\]  

(2.28)

where, as before, \( x_k^- = f(x_{k-1}, \ldots, x_{k-M}, w) \).

For estimation of \( \{x_k\}_1^N \), \( \{n_k\}_1^N \), or \( w \), the log terms can be dropped from the cost function, leaving:

\[
J^j(x_k^N, n_k^N, w) = \sum_{k=1}^{N} \left( \frac{(x_k - x_k^-)^2}{\sigma_v^2} + \frac{(n_k - n_k^-)^2}{\sigma_w^2} \right)
\]  

(2.29)

minimized subject to \( x_k^N + n_k^N = y_k^N \). Comparing this cost function to that of Equation 2.11, note that a term involving the colored measurement noise has been included, while the term involving the error \( (y_k - x_k)^2 \) has been replaced by the hard constraint \( y_k = x_k + n_k \).

The above cost should be minimized with respect to \( \{x_k\}_1^N \), \( w \), as well as \( \{n_k\}_1^N \) to solve the dual estimation problem. Again, one approach to this highly coupled optimization task is offered by the joint EKF algorithm, in which all of the unknowns are combined in a joint state vector. The colored noise version of the joint EKF will be shown in Chapter 3.

**Decoupling with Direct Substitution – Colored Noise**

As in the white noise case, the joint estimation can be decoupled by minimizing one variable at a time, while the other variables are fixed. Note, the colored noise case also requires the explicit estimation of the measurement noise \( n_k^N \), in addition to \( x_k^N \) and \( w \).

**Signal and Colored Noise Estimation**

Because of the hard constraint \( y_k^N = x_k^N + n_k^N \), the signal and noise are tightly coupled. In fact, each one can be viewed as a function of the other. Therefore, \( J^j(x_k^N, n_k^N, w) \) in Equation 2.29
should be minimized with respect to the signal and noise simultaneously, by evaluating it at the current weight estimate \( \hat{\mathbf{w}} \). That is,

\[
J^c(\mathbf{x}_1^N, \mathbf{n}_1^N, \hat{\mathbf{w}}) = \sum_{k=1}^{N} \left( \frac{(x_k - \hat{x}_k^-)^2}{\sigma_v^2} + \frac{(n_k - \hat{n}_k^-)^2}{\sigma_n^2} \right),
\]  

(2.30)

where \( \hat{x}_k^- = f(x_{k-1}, \ldots, x_{k-M}, \hat{\mathbf{w}}) \), as before, and the predictions \( \hat{n}_k^- = \sum_{i=1}^{M_n} w_n^{(i)} \cdot n_{k-i} \) are made according to the known noise model. This cost function is minimized subject to the constraint, \( y_k = x_k + n_k \), to produce signal and noise estimates.

**Weight Estimation – Colored Noise**

Similarly, the weights can be estimated by minimizing \( J^l(\mathbf{x}_1^N, \mathbf{n}_1^N, \hat{\mathbf{w}}) \), evaluated using the current estimates, \( \{\hat{x}_k\}_1^N \) and \( \{\hat{n}_k\}_1^N \), of the signal and noise. The cost function is:

\[
J^l(\hat{x}_1^N, \hat{n}_1^N, \hat{\mathbf{w}}) = \sum_{k=1}^{N} \left( \frac{(\hat{x}_k - \hat{x}_k^-)^2}{\sigma_v^2} + \frac{(\hat{n}_k - \hat{n}_k^-)^2}{\sigma_n^2} \right),
\]  

(2.31)

where the predictions are defined as: \( \hat{x}_k^- = f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, \hat{\mathbf{w}}) \), and \( \hat{n}_k^- = \sum_{i=1}^{M_n} w_n^{(i)} \cdot \hat{n}_{k-i} \).

If the signal estimates, \( \hat{x}_k \), are recursive functions of the weights, then the noise estimates are as well, by way of the constraint \( y_k = \hat{x}_k + \hat{n}_k \). Note, however, that if the signal estimates are not taken to depend on the weights, then the hard constraint becomes inconsequential, and only the first term in the above cost is used. The cost reduces to Equation 2.14 on page 25.

**Variance Estimation – Colored Noise**

To minimize the joint cost function with respect to the noise variances, \( J^l(\sigma^2) \) in Equation 2.28 on the preceding page is evaluated using the current signal and noise estimates, weight estimates \( \hat{\mathbf{w}} \), and the associated (redefined) predictions \( \hat{x}_k^- \triangleq f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, \hat{\mathbf{w}}) \). Again, this results in a straightforward substitution:

\[
J^l(\sigma^2) = \sum_{k=1}^{N} \left( \log(2\pi\sigma_v^2) + \frac{(\hat{x}_k - \hat{x}_k^-)^2}{\sigma_v^2} \right) + \log(2\pi\sigma_n^2) + \frac{(\hat{n}_k - \hat{n}_k^-)^2}{\sigma_n^2},
\]  

(2.32)

This cost function can be minimized with respect to \( \sigma_v^2, \sigma_n^2 \), or both.

All of the costs in Equations 2.30–2.32 can be minimized sequentially with the dual EKF algorithm, developed in Chapter 3, beginning on page 89.
Error Coupling – Colored Noise

As discussed in the white noise case, faster convergence to a minimum of $J_f$ may be possible by using cost functions that take into account the errors in each of the estimates.

Signal and Colored Noise Estimation

The density $p_{y_1^N x_1^N n_1^N | \omega}$ provides an approach to estimating the signal and noise that takes into account the errors associated with $\omega$. This density is expanded as:

$$p_{y_1^N x_1^N n_1^N | \omega} = p_{y_1^N | x_1^N n_1^N \omega} \cdot p_{x_1^N | \omega} \cdot p_{n_1^N | \omega},$$

where the first term is singular at the constraint $y_1^N = x_1^N + n_1^N$. Therefore, $p_{x_1^N | \omega} \cdot p_{n_1^N | \omega}$ can be maximized subject to the same constraint as before. This is evaluated using the alternative form of the AR model given in Equation 2.16 on page 26. Defining predictions $\tilde{y}_k = f(x_{k-1}, \ldots, x_{k-M}, \tilde{\omega})$ with error variance $(\sigma_f^2 + \sigma_v^2)$ thus yields the cost function:

$$J_{c}^{s}(x_1^N, n_1^N) = \sum_{k=1}^{N} \left( \frac{(x_k - \tilde{x}_k)^2}{\sigma_f^2 + \sigma_v^2} + \frac{(n_k - \tilde{n}_k)^2}{\sigma_n^2} + \log(2\pi(\sigma_f^2 + \sigma_v^2)) \right),$$

which is minimized with respect to $x_1^N$ and $n_1^N$ subject to $y_1^N = x_1^N + n_1^N$. Note the similarity between Equations 2.34 and 2.17 on page 26, where the term involving the observation $y_k$ has been replaced by the hard constraint, and an additional term for noise estimation is included. The statistics of the noise $n_k$ are not affected by the weight estimates, $\tilde{\omega}$.

Weight Estimation – Colored Noise

For weight estimation, accounting for the error in the signal and noise estimates requires looking at the probability density function $p_{y_1^N x_1^N n_1^N | \omega}$, which is expanded as:

$$p_{y_1^N x_1^N n_1^N | \omega} = p_{y_1^N | x_1^N n_1^N \omega} \cdot p_{x_1^N | \omega} \cdot p_{n_1^N | \omega}. \quad (2.35)$$
If the signal and noise were estimated subject to \( y_1^N = x_1^N + n_1^N \), then the first term above will be singular at \( y_1^N = \hat{x}_1^N + \hat{n}_1^N \). The remaining two terms are evaluated using the model:

\[
\hat{x}_k = f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, w) + \hat{f}_k + v_k
\]

\[
\hat{n}_k = \sum_{i=1}^{M_n} \left( w_n^{(i)} \cdot \hat{n}_{k-i} \right) - \hat{n}_k + \hat{f}_{n,k} + v_{n,k}
\]

\[
y_k = \hat{x}_k + \hat{n}_k, \quad \forall k \in \{1 \ldots N\}
\]

and where \( \hat{f}_k \triangleq f(x_{k-1}, \ldots, x_{k-M}, w) - f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, w) \),

\[
\hat{f}_{n,k} \triangleq \sum_{i=1}^{M_n} \left( w_n^{(i)} \cdot \hat{n}_{k-i} \right).
\]

Taking the negative log of \( p_k^{\hat{x}_1^N|n_1^N|w} \cdot p_{\hat{n}_1^N|w} \) produces the cost function:

\[
J_{cc}^c(w) = \sum_{k=1}^{N} \left( \log(2\pi g_k) + \frac{(\hat{x}_k - \hat{x}_k^-)^2}{g_k} + \log(2\pi g_{n,k}) + \frac{(\hat{n}_k - \hat{n}_k^-)^2}{g_{n,k}} \right)
\]

where \( \hat{x}_k^- \triangleq f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, w) \), \( \hat{n}_k^- \triangleq \sum_{i=1}^{M_n} \left( w_n^{(i)} \cdot \hat{n}_{k-i} \right) \), and \( g_k \) and \( g_{n,k} \) are the variances of the errors \( \hat{x}_k = (\hat{x}_k - \hat{x}_k^-) \) and \( \hat{n}_k = (\hat{n}_k - \hat{n}_k^-) \), respectively. Notice the similarity between Equations 2.41 and 2.19 on page 27.

As before, if \( \{\hat{x}_k\}^N_1 \) is considered to be functionally independent of \( w \), then the cost function can be simplified. Here, the last two terms are dropped, yielding:

\[
J_{ci}^c(w) = \sum_{k=1}^{N} \left( \log(2\pi g_k) + \frac{(\hat{x}_k - \hat{x}_k^-)^2}{g_k} \right)
\]

where only \( \hat{x}_k^- = f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, w) \) and \( g_k \) are functions of the weights. As noted previously, this cost has the potential drawback of relying on the data \( \{y_k\}^N_1 \) only indirectly, through the estimates \( \{\hat{x}_k\}^N_1 \).

### Variance Estimation – Colored Noise

Similarly, during estimation of the process noise variances \( \sigma^2_p \) and \( \sigma^2_{w_n} \), the errors in the estimates of all three quantities \( \hat{x}_1^N, \hat{n}_1^N, \hat{w} \) can be taken into account by maximizing the conditional density \( p_{\hat{x}_1^N|n_1^N|w}^{y_1^N} \). The autoregression used for evaluating this density is written as in Equation 2.36–2.40, except that the dynamics error is defined as:

\[
f_k \triangleq f(x_{k-1}, \ldots, x_{k-M}, w) - f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, \hat{w}).
\]

The expansion

\[
p_{\hat{y}_1^N|\hat{x}_1^N|n_1^N|w} = p_{\hat{y}_1^N|\hat{x}_1^N|\hat{n}_1^N|w} \cdot p_{\hat{x}_1^N|n_1^N|w} \cdot p_{\hat{n}_1^N|w},
\]

(2.44)
produces the cost function:

\[
J_{E}^{c}(\sigma^2) = \sum_{k=1}^{N} \left( \log(2\pi g_k) + \frac{(\hat{x}_k - \hat{x}_k)^2}{g_k} + \log(2\pi g_{n,k}) + \frac{(\hat{n}_k - \hat{n}_k)^2}{g_{n,k}} \right),
\]  

minimized with respect to \(\sigma^2\) and \(\sigma^2_{n_u}\), subject to \(y_k = \hat{x}_k + \hat{n}_k\).

Algorithms for minimizing the error-coupled cost functions just described belong to the broad class of joint estimation approaches, and are explored along with the other dual EKF methods in Chapter 3. The next section presents cost functions for a second class of methods, referred to in this thesis as marginal estimation approaches.

### 2.4 Marginal Estimation

As described in the previous section, joint estimation methods are concerned with maximizing \(p_{x^N|w,y^N}\) directly. A reasonable alternative to this approach can be found by separating the joint density function into two terms as follows:

\[
p_{x^N|w,y^N} = p_{x^N|wy^N} \cdot p_{w|y^N} \tag{2.46}
\]

or, in the case of colored measurement noise:

\[
p_{x^N|n^N,w,y^N} = p_{x^N|n^N,wy^N} \cdot p_{w|y^N} \tag{2.47}
\]

Often, \(\hat{x}_1^N\) is found by maximizing the first term on the right, and \(\hat{w}\) is found by maximizing the second term, \(p_{w|y^N}\). This approach is referred to in this thesis as marginal estimation.

The second term, \(p_{w|y^N}\), is independent of \(x^N\); only the first term \(p_{x^N|wy^N}\) in Equation 2.46 is a function of the signal. Hence, maximizing the first term on the right with respect to \(x^N\) is the same as maximizing the joint density, \(p_{x^N|wy^N}\), on the left. However, both terms are functionally dependent on the weights, so the same is not true of maximizing the second term, \(p_{w|y^N}\), with respect to \(w\). That is, because the first term depends on \(w\), maximizing \(p_{w|y^N}\) is not the same as maximizing the joint density \(p_{x^N|w,y^N}\) with respect to \(w\).

Nonetheless, estimates \(\hat{w}\) found by maximizing the marginal density function \(p_{w|y^N}\) are consistent and unbiased, if conditions of sufficient excitation are met [54]. The marginal estimation approach is exemplified by the maximum-likelihood approaches [26, 44] and EM approaches [58, 76].

---

2 A second expansion \(p_{x^N|w,y^N} = p_{w|x^N,wy^N} \cdot p_{x^N|y^N}\) is also possible, but does not yield practical algorithms. This is discussed in more detail in Appendix B.
mentioned in the introduction. Prediction error algorithms \( e.g., \) RPE [47]) represent an approximation to the marginal estimation approach.

While the present claim is that the relationship of these algorithms to the joint estimation methods can be understood in terms of Equation 2.46 or 2.47, it is important to note that this equation does not represent their primary motivation. Rather, the motivation for marginal estimation methods comes from considering the marginal density \( \rho_{\omega|\gamma_i^N} \) to be the relevant quantity to maximize, rather than the joint density \( \rho_{x_i^N|\omega|\gamma_i^N} \).

However, in order to maximize the marginal density, it is necessary to generate signal estimates. Furthermore, these signal estimates are invariably produced by maximizing the first term \( \rho_{x_i^N|\omega|\gamma_i^N} \) (or \( \rho_{x_i^N|\omega|\gamma_i^N} \)) of Equation 2.46 (2.47) in some way. This last fact justifies the use of Equation 2.46 (and 2.47) for understanding the relationship between marginal estimation and joint estimation approaches.

The pertinent cost functions for marginal estimation are laid out in the remainder of this section, while the algorithms are described in Chapter 3.

### 2.4.1 Marginal Weight Estimation

As just mentioned, marginal estimation methods find the weight estimates \( \hat{\omega} \) by maximizing the second term, \( \rho_{\omega|\gamma_i^N} \), in Equation 2.46. Applying Bayes' rule here produces:

\[
\rho_{\omega|\gamma_i^N} = \frac{\rho_{\gamma_i^N|\omega} \cdot \rho_{\omega}}{\rho_{\gamma_i^N}}.
\] (2.48)

If there is no prior information on \( \omega \), maximizing this posterior density is equivalent to maximizing the likelihood function \( \rho_{\gamma_i^N|\omega} \). Assuming Gaussian statistics, the chain rule for conditional probabilities can be used to express this as (see Appendix A):

\[
\rho_{\gamma_i^N|\omega} = \prod_{k=1}^{N} \frac{1}{\sqrt{2\pi\sigma^2_{\varepsilon_k}}} \exp \left( -\frac{(y_k - \bar{y}_{k|k-1})^2}{2\sigma^2_{\varepsilon_k}} \right),
\] (2.49)

where \( \bar{y}_{k|k-1} \triangleq \Delta E[y_k|\{y_{kt}\}_{t=1}^{k-1}, \omega] \) is the conditional mean (and optimal prediction), \( \sigma^2_{\varepsilon_k} \) is the prediction error variance. Note that the assumption that \( \rho_{\gamma_i^N|\omega} \) is Gaussian is only true if the model \( f(\cdot) \) is linear. For nonlinear models, the above form is an approximation made in addition to the Gaussian assumption on the noise terms, \( n_k \) and \( \nu_k \).

Taking the log of this likelihood function gives:

\[
\log \rho_{\gamma_i^N|\omega} = -\frac{1}{2} \sum_{k=1}^{N} \left( \log(2\pi\sigma^2_{\varepsilon_k}) + \frac{(y_k - \bar{y}_{k|k-1})^2}{\sigma^2_{\varepsilon_k}} \right).
\] (2.50)
When the signal model is linear, $\bar{y}_{k|k-1}$ can be computed using an ordinary Kalman filter. For nonlinear models, however, the expectation can only be approximated by an extended Kalman filter (see Chapter 3).

Note that the log-likelihood function takes the same form whether the measurement noise is colored or white. The following paragraphs describe how the log-likelihood is the foundation for a few different marginal estimation methods.

**Prediction Error Cost**

Often the variance $\sigma^2_{\varepsilon_k}$ is assumed (incorrectly) to be independent of the weights $w$ and the time index $k$. Under this assumption, the log likelihood can be maximized by minimizing the squared prediction error cost function:

$$J^{pe}(w) = \sum_{k=1}^{N} (y_k - \bar{y}_{k|k-1})^2. \quad (2.51)$$

Recursive prediction error algorithms [47, 87] minimize this simplified cost function with respect to the weights $w$. While questionable from a theoretical perspective, these algorithms have been shown in the literature to be quite useful. In addition, they benefit from reduced computational cost, because the derivative of the variance $\sigma^2_{\varepsilon_k}$ with respect to $w$ is not computed.

**Maximum-Likelihood Cost**

When the dependence of the prediction error variance on the weights and time index is taken into account, the form of the cost function is:

$$J^{ml}(w) = \sum_{k=1}^{N} \left( \log(2\pi\sigma^2_{\varepsilon_k}) + \frac{(y_k - \bar{y}_{k|k-1})^2}{\sigma^2_{\varepsilon_k}} \right). \quad (2.52)$$

Note, $J^{ml}(w)$ is the maximum likelihood cost, while the prediction error cost $J^{pe}(w)$ represents an approximation.

**EM Algorithm**

Another approach to maximizing $\rho_{w|y}^N$ is offered by the Expectation-Maximization (EM) algorithm [16, 76, 71]. The EM algorithm can be derived by first expanding the log likelihood as:

$$\log \rho_{y_i^w | x_i^w} = \log \rho_{x_i^w | y_i^w} - \log \rho_{x_i^w | w y_i^w}, \quad (2.53)$$

Taking the conditional expectation of both sides using the conditional density $\rho_{x_i^w | w y_i^w}$ gives

$$\log \rho_{y_i^w | w} = E_{x_i^w | y} [\log \rho_{y_i^w | x_i^w, w} | y_i^N, \hat{w}] - E_{x_i^w | y} [\log \rho_{x_i^w | w y_i^w} | y_i^N, \hat{w}], \quad (2.54)$$
where the expectation over $X$ of the left hand side has no effect, because $X$ does not appear in $\log p_{y|w}^N$.

Note that the expectation is conditional on a previous estimate of the weights, $\hat{w}$. The second term on the right is concave by Jensen’s inequality [11], so it will decrease for any solution $w$ moving away from the current estimate $\hat{w}$ (and the negative will increase). Therefore, choosing $w$ to maximize the first term on the right alone will always increase the log likelihood on the left hand side. In other words, in order to maximize $\rho_{y|w}^N$, the EM algorithm repeatedly maximizes $E_{X|Y|W}[\log \rho_{Y|X|W}^N|y_1^N, \hat{w}]$ with respect to $w$, each time setting $\hat{w}$ to the new maximizing value.

For the white noise case, then, the EM cost function is:

$$J_{cm} = E_{X|Y|W} \left[ \sum_{k=1}^{N} \left( \log(2\pi\sigma_n^2) + \frac{(y_k - x_k)^2}{\sigma_n^2} \right) + \log(2\pi\sigma_w^2) + \frac{(x_k - \bar{x}_k)^2}{\sigma_w^2} \right] | y_1^N, \hat{w},$$

where $x_k^w \triangleq f(x_{k-1}, \ldots, x_{k-M}, w)$, as before. The evaluation of the expectation in $J_{cm}$ is discussed in Appendix F.

**Colored Noise EM**

When the measurement noise is colored, $\rho_{y|X|W}^N$ is no longer easy to evaluate. Instead, the following expansion is used:

$$\log \rho_{y|X|W}^N = \log \rho_{y|X|W}^N|n^N|w - \log \rho_{x|n^N|Y|W}^N,$$

so that $E_{X|N|Y|W}[\log \rho_{y|X|n^N|W}|y_1^N, \hat{w}]$ is the term to be maximized. Recall, however, that in:

$$\log \rho_{y|X|n^N|W} = \log \rho_{y|X|n^N|W} + \log \rho_{x|n^N|w},$$

the first term is singular at $y_1^N = x_1^N + n_1^N$. Hence, one should instead maximize the expectation of the second term subject to $y_1^N = x_1^N + n_1^N$. This gives the EM cost for colored noise as:

$$J_{cm} = E_{X|N|Y|W} \left[ \sum_{k=1}^{N} \left( \log(2\pi\sigma_n^2) + \frac{(x_k - \bar{x}_k)^2}{\sigma_n^2} \right) + \log(2\pi\sigma_w^2) + \frac{(n_k - \bar{n}_k)^2}{\sigma_n^2} \right] | y_1^N, \hat{w}.\right]$$

Details of the EM algorithms are provided in the next chapter.

### 2.4.2 Marginal Variance Estimation

If the noise variances unknown, they can be estimated along with the weights by including them in the log likelihood function. The resultant prediction error, maximum-likelihood, or EM cost
function can be minimized.

**Prediction Error Variance Estimation**

The prediction error cost is the same as for weight estimation:

\[
J^{\mu}(\sigma^2) = \sum_{k=1}^{N} (y_k - \bar{y}_{k|k-1})^2, \tag{2.59}
\]

except now the prediction \(\bar{y}_{k|k-1}\) is viewed as a recursive function of the unknown variance, \(\sigma^2\). The form of this function is explored in Chapter 3.

**Maximum-Likelihood Variance Estimation**

The maximum-likelihood cost function for variance estimation is:

\[
J^{ml}(\sigma^2) = \sum_{k=1}^{N} \left( \log(2\pi\sigma_{\ell_k}^2) + \frac{(y_k - \bar{y}_{k|k-1})^2}{\sigma_{\ell_k}^2} \right). \tag{2.60}
\]

This is identical to the maximum-likelihood weight cost function, except that the argument has been changed to emphasize the estimation of the unknown variances. The specific ways in which \(\bar{y}_{k|k-1}\) and \(\sigma_{\ell_k}^2\) depend on the variance terms are shown in Chapter 3.

**EM Variance Estimation**

Alternatively, the variances can be estimated within the EM framework. If the variances are unknown, then the expectation is conditioned on their estimated values during the E-step. For white noise, this means the expectation \(E_{X|YW}[\log \rho_{xy}\mid x_{\ell_{k-1}}\mid w]\) is maximized with respect to \(w\), \(\sigma_{\ell_k}^2\), and \(\sigma_{n_k}^2\) during the M-step. For colored noise, \(E_{XN|YW}[\log \rho_{xn}\mid x_{\ell_{k-1}}\mid w]\) is maximized with respect to \(w\), \(\sigma_{\ell_k}^2\), and \(\sigma_{nu}^2\) during the M-step. The forms of the cost functions are developed fully in Chapter 3, and Appendix F.

**2.4.3 Marginal Signal Estimation**

As noted at the beginning of this section, marginal estimation methods are motivated by the maximization of the marginal density \(\rho_{y_t\mid w}\) alone. However, as shown above, in the maximum-likelihood cost the term \(\bar{y}_{k|k-1}\) must be computed, and \(E_{X|YW}[\log \rho_{xy}\mid x_{\ell_{k-1}}\mid w]\) (or \(E_{XN|YW}[\log \rho_{xn}\mid x_{\ell_{k-1}}\mid w]\)) is required for the EM algorithm.

As shown in the next chapter, computing either of these quantities requires the computation of some form of signal estimate. In the white noise case, these estimates are invariably generated
by maximizing $\rho_{x_i|w}\rho_{y_i}$, which is the first term in Equation 2.46. Because $\rho_{x_i|w}\rho_{y_i}$ is being maximized, the interpretation of the marginal estimation methods given in Equation 2.46 is justified. The term can be written as:

$$\rho_{x_i|w}\rho_{y_i} = \frac{\rho_{y_i|x_i|w}}{\rho_{y_i|w}}$$

and the signal can be estimated by maximizing the numerator $\rho_{y_i|x_i|w}$ with respect to $\{x_k\}_1^N$. This is equivalent to minimizing the joint cost $J^i(x_i, w)$ defined in Section 2.3 by Equation 2.12.

Similarly, for the colored noise case, both signal and noise estimates are required, and are generated by maximizing $\rho_{x_i|w}\rho_{n_i\|w}$, which is the first term in Equation 2.47. This can be shown to be equivalent to minimizing the joint cost $J^i(x_i, n_i, w)$ defined by Equation 2.30 on page 31.

**2.5 Discussion**

The dual estimation problem is to find signal and weight estimates which are in some sense optimal. A sensible measure of optimality is given by the joint conditional density $\rho_{x_i|w}\rho_{y_i}$, and the corresponding cost function $J^j(x_i, w)$. The joint cost $J^j(x_i, w)$ is essentially a two-argument function, with a fairly high degree of coupling between the arguments. Although $J^j(x_i, w)$ can be minimized with respect to both the signal and weights simultaneously (e.g., by the joint EKF, as shown in Chapter 3), another approach is to minimize the function by alternately minimizing with respect to one argument and then the other. This can be done either by substituting current estimates for one of the arguments in the cost function, or by deriving new cost functions that incorporate the statistics of these estimates. These alternative cost functions account for the errors in the estimates of each argument while the other is being estimated.

Still other costs can be found by expanding the joint density, and minimizing the terms separately. While these *marginal estimation* approaches fail to maximize the joint density, unbiased estimates of the parameters are produced. These methods, exemplified by maximum-likelihood, prediction error, and EM algorithms, have been shown to be quite useful in practice.

The various cost functions derived in this chapter are summarized in Table 2.1. For brevity, only the white noise forms of the costs and densities are shown; equation numbers for the colored noise case are shown in parentheses. Furthermore, no explicit signal estimation cost is given for the marginal estimation methods because signal estimation is only an *implicit* step of the marginal approach. Marginal signal estimation is performed using the joint cost $J^j(x_i, w)$.

---

3The error-coupled cost $J^{ex}(x_i, w)$ can also be used to generate the necessary signal estimates. However, this approach is not explored in this thesis.
In other words, the signal estimation cost functions for joint and marginal estimation are the same. The two approaches primarily differ in the form of the cost functions used for weight estimation. The following qualitative comments about the weight estimation part of the problem might therefore shed some light on the tradeoffs between the approaches:

- By maximizing $\rho_{y|w}$, marginal estimation methods ensure an unbiased estimate of the weights. However, the measurement noise in the data $\{y_k\}_1^N$ will affect this estimate by increasing its variance.

- For the joint estimation methods, lower variance weight estimates can be obtained by minimizing $\rho_{y|x|w}$ or $\rho_{y|\dot{x}|w}$, using signal estimates. However, the resulting weight estimates will only be unbiased if $\{\hat{x}_k\}_1^N$ has converged to $\{x_k\}_1^N$. In fact, the potential for lower variance, higher bias weight estimates is verified experimentally in Figure 4.25 and Figure 4.41 in Chapter 4.

- If the cost functions corresponding to $\rho_{x|w}$ and $\rho_{\dot{x}|w}$ are used, the variance of $\hat{w}$ is further reduced, but at the expense of even greater bias if $\{\hat{x}_k\}_1^N$ has not converged to the true signal.

These comments are rather too vague to be of any immediate use, because the relative values...
of "lower variance" and "unbiased" will ultimately depend on various properties of the actual data (such as its length and SNR), and the optimization procedure. Of much greater use would be a quantitative theoretical analysis of the bias/variance tradeoffs of the different cost functions. This, however, is a formidable task, and will not be attempted in this thesis.

Further complicating matters is the fact that different approximations are used to arrive at the various joint and marginal cost functions. The relative severity of these approximations is not inherently obvious, and will largely depend on the particular noisy time series at hand. The purpose of this chapter, rather, is to show what the approximations and assumptions are, and how they lead to different dual estimations methods.

However, experimental evaluations and comparisons of the variety of cost functions are provided in Chapter 4. In this context, the above comments will engender useful hypotheses for interpreting the results. For example, the joint cost tends to show its best performance on signals with lower effective noise levels, where the errors in $\hat{x}_k$ will tend to be less severe. These signal estimates are less likely to produce bias in the weights. For linear models – for which the weight errors can be computed – the bias-variance tradeoff can be observed even more directly, as mentioned above. Another outcome of the experiments in Chapter 4 is the similarity of performance of the prediction error and maximum-likelihood costs in various settings; this fact can be explained by their common theoretical underpinnings. In general, understanding the relationship between the various cost functions, and between joint and marginal estimation methods, provides a guiding principle for selecting an algorithm given a particular application.

Chapter 3 describes a family of algorithms, called the dual extended Kalman filters, for minimizing the variety of cost functions just derived. Algorithmic issues, such as variance initialization and computational expense, are also discussed.
Chapter 3

Algorithms

3.1 Overview

In the preceding chapter, the dual estimation problem was considered from a probabilistic perspective in order to demonstrate the relationship between several different cost functions. These cost functions approach the off-line problem of estimating the parameters $w$ and time-series $\{x_k\}_1^N$ from an entire sequence of noisy data $\{y_k\}_1^N$, which is available all at once. This procedure is necessarily noncausal because estimates of the signal at times $k = 1, 2, \ldots, N$ all depend on the measurement, $y_N$, at final time $k = N$. Off-line processing typically entails an iterative procedure of repeatedly minimizing the cost with respect to first the signal, and then the weights (see Figure 1.5(a) on page 10).

Although iterative algorithms are mentioned in the following sections whenever they are relevant, the focus of the current chapter is on the sequential estimation of the signal and parameters as the noisy measurements $y_k$ become available, as shown in Figure 1.5(b). Iterative algorithms are most useful when the length $N$ of the noisy time-series is fixed. Sequential algorithms are more appropriate for on-line applications, wherein new data arrive during processing; the length of the time-series continually increases with the time index, $k$.

While it is certainly possible to apply batch-style estimation to the on-line problem by using all the available data $\{y_t\}_1^k$ at every time step, this approach requires recomputing estimates of the entire trajectory $\{x_t\}_1^k$ and $w$ from $\{y_t\}_1^k$ each time a new measurement $y_k$ arrives. The expense of such an approach becomes prohibitive as $k \to \infty$.

Instead, sequential approaches have the property that their computational and memory requirements are constant in time. Such algorithms are typically recursive in nature, so that the new information in measurement $y_k$ is combined with the existing estimates of the signal and weights. For weight estimation, the previous estimate of $w$ (based on data $\{y_t\}_1^{k-1}$) is updated upon arrival of $y_k$. During signal estimation, rather than update the entire trajectory of estimates $\{\hat{x}_t\}_1^k$, only
an $M$-vector of lagged values $x_k \triangleq [x_k, \ldots, x_{k-M+1}]^T$ is estimated using the new measurement. As mentioned in Chapter 1, sequential methods can easily be applied to off-line estimation; the algorithm is repeatedly passed over the same set of data, with the weights from one iteration used to initialize the next.

Even though they do not take advantage of data in the future, sequential algorithms should still have the property that the current estimates are optimal with respect to the corresponding batch cost function on the same data. For example, at time $k = N$, recursive least squares (RLS) produces an estimate $\hat{w}_N$ that is equivalent to the batch least squares solution using $\{y_k\}_1^N$; similarly, the Kalman filter produces an estimate $\hat{x}_N$ equal to that produced by the Kalman smoother. However, the sequential estimates of the entire series will not generally be the same as the non-causal estimates. The dual Kalman filter described later in this chapter is therefore not equivalent to a batch-style algorithm.

Before introducing the dual Kalman filter, the next two sections review some standard sequential estimation algorithms. First, Section 3.2 develops the sequential signal estimation problem assuming a known model, and provides a theoretical review of the Kalman filter (KF) and extended Kalman filter (EKF). Second, the application of Kalman filtering to weight estimation using a clean signal is shown in Section 3.3; an alternate form of the weight filter – which is useful for minimizing other cost functions – is also introduced in this section.

The remainder of the chapter considers the dual estimation problem. The joint EKF algorithm, in which the signal and weights are estimated in a combined state vector, is described in Section 3.4. Separate state-space representations are used in Section 3.5 to develop the family of algorithms called dual Kalman filters. Finally, additional issues relating to the practical implementation of the dual EKF are addressed in Section 3.6.

### 3.2 Signal Estimation

This section develops the use of Kalman filtering for MAP signal estimation when the model and noise statistics are known. The discussion shows the need for a state-space representation of the time-series. The unknown model problem is treated in Sections 3.4 and 3.5.
3.2.1 Batch Estimation

As just stated, a batch algorithm uses all of the available data to estimate the entire signal \( \{x_t\}_1^k \). In the MAP context, this is stated formally as:

\[
x_k^b = \arg \max_{x_k^b} \rho_{x_k^b|y_{1}^k}.
\]  

which gives the most probable estimate of the signal, given the noisy data up to the present time \( k \). Bayes rule can be used to rewrite this density as:

\[
\rho_{x_k^b|y_{1}^k} = \frac{\rho_{y_k^b|x_k^b} \cdot \rho_{x_k^b|w}}{\rho_{y_k^b|w}}.
\]  

Because the denominator does not depend on the signal, \( x_k^b \) can be estimated by minimizing the negative log of the numerator. As shown on page 23, when the measurement noise is a white Gaussian process, this gives the cost function:

\[
J(x_k^b) = \sum_{i=1}^{k} \left( \frac{(y_t - x_t)^2}{\sigma_n^2} + \frac{(\hat{x}_t - x_t)^2}{\sigma_e^2} \right). \tag{3.3}
\]

The optimal estimate \( \hat{x}_k^b \) can be found either by batch least-squares (as describe in the errors-in-variables context in Appendix G), or recursively, using a Kalman smoothing algorithm [68]. Both of these algorithms are necessarily off-line, and produce \( \{\hat{x}_t\}_1^k \) as defined in Equation 3.1.

3.2.2 Kalman Filtering – White Noise Case

The preceding development made the assumption that the additive measurement noise is white. This assumption is also made in the subsequent paragraphs; the colored noise case is considered in Section 3.2.3 on page 51.

A sequential algorithm can be derived if only the MAP estimate of the current signal value \( x_k \) is desired, rather than an estimate of the entire signal \( \{x_t\}_1^k \). As shown in the following development, this will require the introduction of a state-space representation of the system. Sequential MAP estimation seeks the current estimate \( \hat{x}_k \) that is most probable given the model and all the measurements \( \{y_t\}_1^k \) up to and including the present time. This goal is formally expressed as:

\[
\hat{x}_k = \arg \max_{\hat{x}_k} \rho_{x_k|y_{1}^k}.
\]  

Note that the value \( \hat{x}_k \) satisfying this equation is the same as the estimate of \( x_k \) found by minimizing \( J(x_k^b) \) in Equation 3.3. In the sequential framework, however, estimates of all the past values of the signal are not desired; only a limited number of values are needed, as shown in the next few pages.
The joint density to be maximized can be rewritten as:

$$
\rho_{x_k|y_k^t, w} = \frac{\rho_{x_k, y_k^t|w}}{\rho_{y_k^t|w}} = \frac{\rho_{x_k, y_k^t|y_k^t, y_{k-1}^t, w} \cdot \rho_{y_k^t|y_{k-1}^t, w}}{\rho_{y_k^t|w}}.
$$

(3.5)

Because \(\rho_{y_k^t|y_{k-1}^t, w}\) and \(\rho_{y_k^t|w}\) are functionally independent of \(x_k\), the MAP estimate can be obtained by maximizing \(\rho_{x_k, y_k^t|y_{k-1}^t, w}\) alone. This is expanded as:

$$
\rho_{x_k, y_k^t|y_{k-1}^t, w} = \rho_{y_k^t|y_{k-1}^t, x_k, w} \cdot \rho_{x_k|y_{k-1}^t, w}
$$

(3.6)

Note that \(\rho_{y_k^t|y_{k-1}^t, x_k, w} = \rho_{y_k^t|x_k}\). If the process noise \(v_k\) and measurement noise \(n_k\) are both zero-mean white Gaussian processes, then Equation 3.6 evaluates as:

$$
\rho_{x_k, y_k^t|y_{k-1}^t, w} = \frac{1}{\sqrt{2\pi \sigma_n^2}} \exp \left(-\frac{(y_k - x_k)^2}{2\sigma_n^2}\right) \cdot \frac{1}{\sqrt{2\pi p_k^-}} \exp \left(-\frac{(x_k - \hat{x}_k^-)^2}{2p_k^-}\right),
$$

where \(\hat{x}_k^- = E[x_k|\{y_l\}_{l=1}^{k-1}, w]\) and \(p_k^- = E[(x_k - \hat{x}_k^-)^2|\{y_l\}_{l=1}^{k-1}, w]\) are the prior mean and variance of \(x_k\) given the data \(\{y_l\}_{l=1}^{k-1}\), but before the measurement \(y_k\) has arrived. Taking the negative log gives the cost function:

$$
J(x_k) = \frac{(y_k - x_k)^2}{\sigma_n^2} + \frac{(x_k - \hat{x}_k^-)^2}{p_k^-},
$$

(3.7)

which can be minimized with respect to \(x_k\) to produce the desired sequential MAP estimate of the signal. Note that both \(\sigma_n^2\) and \(p_k^-\) are functionally independent of \(x_k\).

Minimizing \(J(x_k)\) with respect to \(x_k\) is equivalent to minimizing the batch cost \(J(x_k^t)\) of Equation 3.3 with respect to \(x_t\), as illustrated in Figure 3.1. In this sense, the sequential estimates are optimal with respect to the batch cost function. However, minimizing the sequential cost \(J(x_k)\) first requires determining the value of the prior mean (or prediction) \(\hat{x}_k^-\) and its variance \(p_k^-\). As
is shown in the following development, these prior statistics are a function of the statistics at the
previous time step; calculating them requires a recursive estimation procedure derived within a
state-space framework.

Linear Model

For the sake of simplicity, the calculation of priors is presented first for the linear-model case; the
nonlinear AR model of Equation 1.1 is replaced by the following linear one:

\[ x_k = \sum_{i=1}^{M} w_i x_{k-i} + v_k \]

\[ y_k = x_k + n_k. \]  

By defining \( x_{k-1} = [x_{k-1}, \ldots, x_{k-M}]^T \), the first equation can be rewritten as \( x_k = w^T x_{k-1} + v_k \).

Substituting this expression for \( x_k \) in \( P = E|\{y_t\}_1^{k-1}, w| \) gives:

\[ \hat{x}_k = E[w^T x_{k-1} + v_k | \{y_t\}_1^{k-1}, w] \]

\[ = w^T E[x_{k-1} | \{y_t\}_1^{k-1}, w] \]

\[ = w^T x_{k-1}, \]  

(3.9)

where \( \hat{x}_{k-1} \triangleq E[x_{k-1} | \{y_t\}_1^{k-1}, w] \) is the conditional (or posterior\(^1\)) mean of \( x_{k-1} \) given the data \( \{y_t\}_1^{k-1} \). Similarly, \( p_k = E[(x_k - \hat{x}_k)^2 | \{y_t\}_1^{k-1}, w] \) can be rewritten as:

\[ p_k = E[(w^T x_{k-1} + v_k - w^T x_{k-1})^2 | \{y_t\}_1^{k-1}, w] \]

\[ = w^T E[(x_{k-1} - \hat{x}_{k-1})^2 | \{y_t\}_1^{k-1}, w] \cdot w + \sigma_o^2 \]

\[ = w^T P_{k-1} w + \sigma_o^2, \]  

(3.10)

where \( P_{k-1} = E[(x_{k-1} - \hat{x}_{k-1})(x_{k-1} - \hat{x}_{k-1})^T | \{y_t\}_1^{k-1}, w] \) is defined as the conditional (or posterior) covariance of \( x_{k-1} \) given the data \( \{y_t\}_1^{k-1} \).

In summary, generating posterior estimates of the signal \( \hat{x}_k \) requires computing the prior mean \( \hat{x}_k \) and variance \( p_k \). However, computing the prior mean and variance requires computing the posterior mean \( \hat{x}_{k-1} \) and covariance \( P_{k-1} \) at the previous time step. The situation is depicted in Figure 3.2. At the next time step, to compute \( \hat{x}_{k+1} \) when \( y_{k+1} \) arrives will ultimately require the vector estimate \( \hat{x}_k \) (not just \( \hat{x}_k \)), as well as the error covariance \( P_k \). Therefore, sequential estimation of the signal \( \{x_k\}_1^N \) requires computing \( \hat{x}_k \) and \( P_k \) recursively for all \( k \in [1, \ldots, N] \).

\(^1\)The use of the term posterior herein applies to the statistic of \( x_t \) given data up to time \( t \), whereas the term prior applies to the statistic of \( x_t \) given data up to time \( (t-1) \).
Figure 3.2: The dependence of signal estimate \( \hat{x}_k \) on state estimate \( \hat{x}_{k-1} \) and covariance \( P_{k-1} \).

Note also that when the conditional density \( p_{x_k|x_1^k,w} \) is Gaussian, then the MAP estimate \( \hat{x}_k \) (which maximizes this density) is the same as the conditional mean \( E[x_k|x_1^k,w] \). Hence, \( \hat{x}_k \) can be taken directly from the first element of the conditional mean \( \hat{x}_k = E[x_k|x_1^k,w] \).

State-Space Representation

The vector \( x_k \) which must be estimated is usually referred to as a *state vector*. The current state of the system is defined as the minimal amount of information such that all future behavior of the system can be determined from the future inputs to the system and the current system state. For a more formal and complete discussion of state and state-space representations of systems, see [6, 8].

The linear AR process of Equation 3.8 can be equivalently described by the following state-space equations:

\[
\begin{align*}
x_k &= A \cdot x_{k-1} + B \cdot v_k \\
\begin{bmatrix} x_k \\ x_{k-1} \\ \vdots \\ x_{k-M+1} \end{bmatrix} &= \begin{bmatrix} w_1 & w_2 & \cdots & w_M \\ 1 & 0 & 0 & 0 \\ 0 & \ddots & \ddots & \vdots \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} x_{k-1} \\ x_{k-2} \\ \vdots \\ x_{k-M} \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \cdot v_k, \\
y_k &= C \cdot x_k + n_k \\
&= \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix} \cdot x_k + n_k.
\end{align*}
\]  

The equivalence with Equation 3.8 is seen by looking at the top row of the matrix equation 3.11. An infinite variety of state-space representations can be found for a linear AR model by projecting \( x_k \) onto an alternate basis (via a linear transformation). This transformation will of course change
the form of the system matrices A, B, and C. The particular form shown here is called the control canonical representation [19], as determined by the special structure of the A and B matrices.

**Linear Kalman Filter**

The desired conditional mean $\hat{x}_k$ and covariance $P_k$ in Equations 3.9 and 3.10 are calculated by the Kalman filter algorithm when the known model is linear with Gaussian statistics. Because the mean and covariance completely specify a Gaussian density function, the Kalman filter effectively estimates the entire conditional density $p_{x_k|y_1^T,w}$ at each time step.

The mean and mode of a Gaussian probability density function are identical, so calculating the conditional mean $\hat{x}_k$ is equivalent to calculating the MAP estimate; i.e.:

$$\hat{x}_k = E[x_k|\{y_t\}_1^T, w] = \arg\max_{x_k} p_{x_k|y_1^T,w}.$$  \hfill (3.13)

The first element of this state estimate satisfies Equation 3.4. Also, note that the covariance $P_k$ of the state can equivalently be interpreted as the error covariance of the MAP estimate:

$$P_k = \text{Cov}[x_k|\{y_t\}_1^T, w] = E[(\hat{x}_k - x_k)(\hat{x}_k - x_k)^T|\{y_t\}_1^T, w].$$  \hfill (3.14)

Hence, the Kalman filter equations can be derived from either a minimum mean squared error (MMSE) approach (yielding the conditional mean) or from a MAP perspective. There are numerous textbooks [43, 79] on the subject of Kalman filtering; most of these explain the topic from the MMSE perspective. A derivation of the Kalman filter from MAP principles is provided in Appendix C.1 of this thesis.

The Kalman filter equations are shown in Formula 3.1. For a linear model and Gaussian noise statistics, the Kalman filter produces the optimal causal estimates $\hat{x}_k$ that minimize $J(x_k)$ in Equation 3.7. These estimates are optimal in both the MMSE and MAP senses. Maximum likelihood signal estimates are obtained by letting the initial covariance $P_0$ approach infinity, thus causing the filter to ignore the value of the initial state $x_0$.

**Nonlinear Models**

When the autoregressive function $f(x_{k-1}, x_{k-2}, \ldots, x_{k-M}, w)$ in Equation 1.1 is nonlinear, then the Kalman filter equations can no longer be applied directly. The nonlinearity disrupts the Gaussianity of the statistics, making it impossible to obtain optimal estimates merely by propagating the mean and covariance of the posterior density.

For general (i.e., non-Gaussian) densities, an optimal MMSE or MAP estimate can only be obtained by calculating the entire density function $p_{x_k|y_1^T}$ at each time step; a computationally
Initialize with:

\begin{align*}
\hat{x}_0 &= E[x_0] \\
P_0 &= E[(x_0 - \hat{x}_0)(x_0 - \hat{x}_0)^T]
\end{align*}

(3.15) (3.16)

For \( k \in \{1, \ldots, \infty\} \), the time update equations of the Kalman filter are:

\begin{align*}
\dot{x}_k^- &= A \hat{x}_{k-1}^- \\
P_k^- &= A P_{k-1}^- A^T + B \sigma_n^2 B^T
\end{align*}

(3.17) (3.18)

and the measurement update equations:

\begin{align*}
K_k &= P_k^- C^T (C P_k^- C^T + \sigma_n^2)^{-1} \\
\hat{x}_k &= \hat{x}_k^- + K_k (y_k - C \hat{x}_k^-) \\
P_k &= (I - K_k C) P_k^-
\end{align*}

(3.19) (3.20) (3.21)

Formula 3.1: The linear Kalman filter equations.

intractable task. Various approximations to the density can be calculated, however, with varying degrees of computational expense.

One of the more costly (and more exact) approaches are the sequential Monte Carlo algorithms, which sample many points from the posterior density function. The expense of these approaches comes largely from the need to propagate “clouds” of samples through the nonlinear function. A review is provided in [14].

Another approach to the nonlinear estimation problem is to approximate the conditional density with a Gaussian, and calculate only the covariance and mean, as before. While clearly inexact, these methods have a greatly reduced computational cost in comparison to the Monte Carlo sampling approach. Furthermore, the suboptimal solutions they generate are perfectly acceptable in many situations, particularly when the density remains unimodal, or when the nonlinearity is not severe.

The extended Kalman filter (EKF) is the most commonly used of these Gaussian-approximation methods. Under the Gaussian assumption, the estimation criterion is the same as expressed in Equation 3.7:

\[
\hat{x}_k = \arg \min_{\hat{x}_k} \left( \frac{(y_k - \hat{x}_k)^2}{\sigma_n^2} + \frac{(x_k - \hat{x}_k^-)^2}{p_k^-} \right).
\]

As before, calculating \( \hat{x}_k^- \) and \( p_k^- \) requires \( \hat{x}_{k-1} \) and \( P_{k-1} \) from the previous time-step (the situation
of Figure 3.2 also holds for the nonlinear case). However, generating these statistics is problematic in the nonlinear case. The EKF produces approximate conditional means $\hat{x}_{k-1}$, $\hat{x}_k^-$, and covariances $P_{k-1}$, and $P_k^-$ by linearizing a set of nonlinear state-space equations.

**Nonlinear State-Space Representation**

A state-space representation for the more general nonlinear AR process is given by:

$$
\begin{align*}
    x_k &= F(x_{k-1}, w) + B \cdot v_k \\
    &= \begin{bmatrix}
        x_k \\
        x_{k-1} \\
        \vdots \\
        x_{k-M+1}
    \end{bmatrix}
    = \begin{bmatrix}
        f(x_{k-1}, \ldots, x_{k-M}, w) \\
        1 & 0 & 0 & 0 \\
        0 & \ddots & 0 \\
        0 & 0 & 1 & 0
    \end{bmatrix}
    \begin{bmatrix}
        x_{k-1} \\
        \vdots \\
        x_{k-M}
    \end{bmatrix}
    + \begin{bmatrix}
        1 \\
        0 \\
        \vdots \\
        0
    \end{bmatrix} \cdot v_k
\end{align*}
$$

$$
    y_k = C \cdot x_k + n_k
    = \begin{bmatrix}
        1 & 0 & \cdots & 0
    \end{bmatrix} \cdot x_k + n_k
$$

where $F(\cdot)$ has been introduced as a vector-valued function whose first element given by $f(\cdot)$, and whose remaining elements take on shifted values of the previous state.

**Extended Kalman Filter**

Under the Gaussian assumption, estimation of the posterior mean $\hat{x}_k$ and covariance $P_k$ from the prior statistics $\hat{x}_k^-$ and $P_k^-$ (i.e., the measurement equations of Formula 3.1) is the same as in the linear case. However, generating prior mean $\hat{x}_k^+$ and covariance $P_k^+$ through the nonlinear function requires an approximation, as shown in Appendix D.

Defining $A_k$ as:

$$
A_k \triangleq \frac{\partial F(x, w)}{\partial x} \bigg|_{x=x_k} = \begin{bmatrix}
    \frac{\partial f(x_{k-1}, w)}{\partial x}^T \\
    1 & 0 & 0 & 0 \\
    0 & \ddots & 0 \\
    0 & 0 & 1 & 0
\end{bmatrix},
$$

the EKF is obtained merely by replacing the KF time-update equations (3.17 and 3.18) with Formula 3.2. Note that this definition of $A_k$ generalizes the definition of $A$ in the linear case.

---

2A recently published algorithm called the *unscented filter* (UF) [35] offers a higher-order approximation to the mean and covariance. The UF is not discussed in this thesis.
3.2.3 Kalman Filter – Colored Noise Case

When the measurement noise, \( n_k \), is colored, the KF and EKF equations require some modification. As discussed in Section 2.3.2, colored noise can be thought of as a second signal added to the first. In fact, because the weights \( w \) are assumed to be known in the present section, the only real distinction between \( x_k \) and \( n_k \) is that the signal \( x_k \) might be generated by a nonlinear model, whereas \( n_k \) is assumed to be generated by a linear AR model.

Hence, the colored noise \( n_k \) ought to be estimated on equal footing with the signal. In the context of sequential MAP estimation, this means:

\[
(x_k, \hat{n}_k) = \arg \max_{x_k, n_k} \rho_{x_k, n_k | y^k_1, w},
\]

where the joint density can be expanded as:

\[
\rho_{x_k, n_k | y^k_1, w} = \frac{\rho_{y_k | x_k^k-1, n_k^k, w} \cdot \rho_{x_k | y^k_1, w} \cdot \rho_{y^k_1, w}}{\rho_{y^k_1, w}}.
\]

However, due to the constraint \( y_k = x_k + n_k \), the density \( \rho_{y_k | x_k^k-1, n_k^k, w} \) is therefore a Dirac delta function. Also, the densities \( \rho_{y^k_1, w} \) and \( \rho_{y^k_1, w} \) are functionally independent of \( x_k \) and \( n_k \). Hence, maximizing \( \rho_{x_k, n_k | y^k_1, w} \) is equivalent to maximizing \( \rho_{x_k, n_k | y^k_1, w} \) subject to the constraint \( y_k = x_k + n_k \). Furthermore, \( \rho_{x_k, n_k | y^k_1, w} \) can be written as:

\[
\rho_{x_k, n_k | y^k_1, w} = \rho_{x_k | y^k_1, w} \cdot \rho_{n_k | y^k_1, w}
\]

under the assumption that the signal and noise are statistically independent. If the process noise terms \( v_k \) and \( v_{n_k} \) are zero-mean Gaussian white noise, then:

\[
\rho_{x_k, n_k | y^k_1, w} = \frac{\rho_{x_k}}{2\pi p_k} \exp \left( -\frac{(x_k - \hat{x}_k)^2}{2p_k} \right) \cdot \frac{1}{2\pi p_{n_k}} \exp \left( -\frac{(n_k - \hat{n}_k)^2}{2p_{n_k}} \right),
\]

where \( \hat{n}_k = E[n_k|\{y_{1}\}^{k-1}, w] \) and \( \hat{n}_{n,k} = E[(n_k - \hat{n}_k)^2|\{y_{1}\}^{k-1}, w] \). Taking the negative log of this expression, the corresponding cost is simply:

\[
J(x_k, n_k) = \frac{(x_k - \hat{x}_k)^2}{p_k} + \frac{(n_k - \hat{n}_k)^2}{p_{n,k}},
\]

minimized subject to \( y_k = x_k + n_k \). As in the white noise case, in order to generate the desired MAP estimates \( \hat{x}_k \) and \( \hat{n}_k \), it is first necessary to compute the prior statistics \( \hat{x}_k \), \( p_k^- \), \( \hat{n}_k^- \) and \( p_{n,k}^- \).
Linear Model

Starting with the linear-model case, the signal is assumed to be generated by the AR process of Equation 3.8, and the measurement noise is generated by a similar AR process (given in Equation 2.23). By defining vectors \( \mathbf{x}_{k-1} = [x_{k-1}, \ldots, x_{k-M}]^T \) and \( \mathbf{n}_{k-1} = [n_{k-1}, \ldots, n_{k-M}]^T \), the prior means and variances can be computed as:

\[
\hat{\mathbf{x}}_k = \mathbf{w}_T \hat{\mathbf{x}}_{k-1}, \quad \mathbf{P}^{-} = \mathbf{w}_T \mathbf{P}_{k-1} \mathbf{w} \\
\hat{\mathbf{n}}_k = \mathbf{w}_n^T \hat{\mathbf{n}}_{k-1}, \quad \mathbf{P}^{-}_{n,k} = \mathbf{w}_n^T \mathbf{P}_{n,k-1} \mathbf{w}_n.
\]

The derivation of these equations is directly analogous to that presented for the white noise case in Equations 3.9-3.10 on page 46.

Hence, in addition to estimating the signal state \( \hat{\mathbf{x}}_k \) and covariance \( \mathbf{P}_k \) recursively, estimation of the noise state \( \hat{\mathbf{n}}_k \) and covariance \( \mathbf{P}_{n,k} \) is also required. This is achieved by formulating a state-space representation of the system, and applying a Kalman filter.

State-Space Representation – Colored Noise

Note that the constraint \( y_k = x_k + n_k \) has some peculiar effects. Namely, the estimates \( \hat{x}_k \) and \( \hat{n}_k \) must also sum to \( y_k \), and the variance \( p_k \) must be equal to the variance \( p_{n,k} \).

To enforce these constraints, both the signal and noise are incorporated into a combined state-space representation:

\[
\xi_k = \mathbf{A} \cdot \xi_{k-1} + \mathbf{B} \cdot \mathbf{v}_{c,k}
\]

\[
\begin{bmatrix}
\mathbf{x}_k \\
\mathbf{n}_k
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{A} & 0 \\
0 & \mathbf{A}_n
\end{bmatrix}
\begin{bmatrix}
\mathbf{x}_{k-1} \\
\mathbf{n}_{k-1}
\end{bmatrix} + 
\begin{bmatrix}
\mathbf{B} & 0 \\
0 & \mathbf{B}_n
\end{bmatrix}
\begin{bmatrix}
\mathbf{v}_k \\
\mathbf{v}_{n,k}
\end{bmatrix}
\]

\[
y_k = \mathbf{C} \cdot \xi_k
\]

\[
y_k = [\mathbf{C} \ \mathbf{C}_n] \cdot 
\begin{bmatrix}
\mathbf{x}_k \\
\mathbf{n}_k
\end{bmatrix}
\]

where

\[
\mathbf{A}_n = \begin{bmatrix}
w^{(1)}_n & w^{(2)}_n & \cdots & w^{(M_n)}_n \\
1 & 0 & 0 & 0 \\
0 & \ddots & 0 & \vdots \\
0 & 0 & 1 & 0
\end{bmatrix}, \quad \mathbf{C}_n = \mathbf{B}_n^T = \begin{bmatrix}1 & 0 & \cdots & 0\end{bmatrix}.
\]

The effective measurement noise is zero, and the process noise \( \mathbf{v}_{c,k} \) is white, as required, with covariance \( \mathbf{V}_c = \begin{bmatrix} \sigma_x^2 & 0 \\ 0 & \sigma_n^2 \end{bmatrix} \).
Kalman Filter – Colored Noise

The Kalman filter equations for the colored measurement noise case are shown in Formula 3.3. A potential problem with the algorithm is that the zero effective measurement noise can adversely effect the stability of the Kalman filter under some circumstances. Hence, adding a small positive value to the noise variance may be necessary in Equation 3.37.

<table>
<thead>
<tr>
<th>Initialize with:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\xi}_0 = E[\xi_0]$</td>
</tr>
<tr>
<td>$P_0 = E[(\xi_0 - \hat{\xi}_0)(\xi_0 - \hat{\xi}_0)^T]$</td>
</tr>
</tbody>
</table>

For $k \in \{1, \ldots, \infty\}$, the time update equations of the Kalman filter are:

<table>
<thead>
<tr>
<th>Time update equations:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\xi}<em>k = A_r \hat{\xi}</em>{k-1}$</td>
</tr>
<tr>
<td>$P_k = A_r P_{k-1} A_r^T + B_r V_r B_r^T$</td>
</tr>
</tbody>
</table>

and the measurement update equations:

<table>
<thead>
<tr>
<th>Measurement update equations:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_k = P_k C_r^T (C_r P_k C_r^T + 0)^{-1}$</td>
</tr>
<tr>
<td>$\hat{\xi}_k = \hat{\xi}_k + K_k (y_k - C_r \hat{\xi}_k)$</td>
</tr>
<tr>
<td>$P_k = (I - K_k C_r) P_k^{-}$</td>
</tr>
</tbody>
</table>

Formula 3.3: The linear Kalman filter equations for colored measurement noise.

An alternative approach suggested by Bryson and Henrikson [7] avoids this problem and also maintains the dimension of the original signal-state vector. Although this can improve the computational efficiency of the filter, the order of the noise model is restricted to be the same as the dimension of the measurement. In the context of time-series, this means the noise can only be modeled by an AR(1) process (recalling $\dim(y_k) = 1$), making this approach impractical for colored noise with higher-order correlations.

Nonlinear Model

As in the white noise case, the statistics of the signal are no longer Gaussian when the signal model is nonlinear, so an approximate solution is required. The EKF approach is essentially identical to the white noise case, except that the combined state-space representation is used to include the colored noise.
Nonlinear State-Space Representation – Colored Noise

\[ \xi_k = F_c(\xi_{k-1}, w, w_n) + B_c v_{c,k} \quad (3.40) \]

\[
\begin{bmatrix}
    x_k \\
    n_k
\end{bmatrix} = \begin{bmatrix} F(x_{k-1}, w) \\
    A_n \cdot n_{k-1}
\end{bmatrix} + \begin{bmatrix} B & 0 \\
    0 & B_n
\end{bmatrix} \cdot \begin{bmatrix} v_k \\
    v_{n,k}
\end{bmatrix}
\]

\[ y_k = C_c \cdot \xi_k \quad (3.41) \]

\[ y_k = [C \ C_n] \cdot \begin{bmatrix} x_k \\
    n_k
\end{bmatrix} \]

Extended Kalman Filter – Colored Noise

Seeing that the noise is still assumed to be generated by a linear AR process, the nonlinearity only affects the part of the state which contains the signal. For the signal component, the same approximations are made as in the white noise case. Using \( A_k \) as defined in Equation 3.24:

\[ A_k \triangleq \frac{\partial F(x, w)}{\partial w} \bigg|_{x=\hat{x}_k}, \]

the combined state-transition matrix:

\[ A_{c,k} \triangleq \begin{bmatrix} A_k & 0 \\
    0 & A_n \end{bmatrix} \quad (3.42) \]

is defined. The EKF can now be found for the combined state-space representation by replacing the time-update equations in Formula 3.3 with Formula 3.4.

\[
\begin{align*}
\hat{\xi}_k^- &= F_c(\hat{\xi}_{k-1}^-, w, w_n) \\
P_k^- &= A_{c,k-1} P_{k-1} A_{c,k-1}^T + B_c V_c B_c^T
\end{align*}
\]

Formula 3.4: The extended Kalman filter time-update equations for colored measurement noise.

3.3 Weight Estimation

The estimation of model parameters from noisy data is a fairly difficult task, and is discussed later in this chapter. However, just as the signal can be estimated when the weights are assumed to be known, the weights can be easily estimated when the signal is known. This standard weight estimation problem is useful for introducing the Kalman and extended Kalman weight filters, as
well as several key concepts which a central to the development of the dual Kalman filter. In a
MAP estimation context, the weight estimate $\hat{w}_k$ is desired which is most probable given the signal
$\{x_t\}_{t=1}^k$ up to and including the present time $k$. This is formally expressed as:

$$\hat{w}_k = \arg\max_w \rho_{w|x_t^k}.$$  \hspace{1cm} (3.45)

### 3.3.1 Batch Estimation

Applying Bayes rule: $\rho_{w|x_t^k} = \frac{\rho_{x_t^k|\omega} \rho_{w}}{\rho_{x_t^k}}$, and assuming the prior $\rho_{w}$ is uninformative, indicates that
maximizing $\rho_{w|x_t^k}$ is equivalent to maximizing $\rho_{x_t^k|\omega}$. According to Appendix A, the density $\rho_{x_t^k|\omega}$ can be expanded as:

$$\rho_{x_t^k|\omega} = \frac{1}{\sqrt{(2\pi)^k (\sigma_v^2)^k}} \exp \left( -\frac{1}{2} \sum_{t=1}^k \frac{(x_t - \bar{x}_t^-)^2}{\sigma_v^2} \right),$$  \hspace{1cm} (3.46)

where $\bar{x}_t^- = f(x_{t-1}, \ldots, x_{t-M}, \omega)$. Taking the negative log gives the batch cost function:

$$J(w) = \sum_{t=1}^k \left( \log(2\pi\sigma_v^2) + \frac{(x_t - \bar{x}_t^-)^2}{\sigma_v^2} \right),$$  \hspace{1cm} (3.47)

where the log term can be dropped because $\sigma_v^2$ is assumed independent of $w$. This leaves the sum
of the squared prediction errors, normalized by the process noise variance $\sigma_v^2$:

$$J(w) = \sum_{t=1}^k \frac{(x_t - \bar{x}_t^-)^2}{\sigma_v^2}.$$  \hspace{1cm} (3.48)

Minimizing this batch cost with respect to the weights produces such algorithms as least squares

However, these learning algorithms are not appropriate for use in on-line applications. Although sequential approaches can be derived as variations of the batch algorithms (e.g., recursive least squares (RLS) and “stochastic” backpropagation), a more rigorous derivation of a sequential algorithm within the MAP framework is provided next.

### 3.3.2 Sequential Weight Estimation

To develop a sequential MAP learning procedure, the density to be maximized is expanded as:

$$\rho_{w|x_t^k} = \frac{\rho_{x_t^k|w} \rho_{w}}{\rho_{x_t^k}} \cdot \frac{\rho_{x_t^k|\omega} \rho_{w}}{\rho_{x_t^k}} \cdot \frac{\rho_{x_t^k} \rho_{w}}{\rho_{x_t^k}}.$$  \hspace{1cm} (3.49)

Because $\rho_{x_t^k}$ is not a function of $w$, the MAP estimate can be obtained by maximizing the first
two terms in the numerator.
If the process noise $v_k$ is a white Gaussian zero-mean process (assume no measurement noise in this section), then these terms evaluate to:

$$
\rho_{x_k|z_{1:k-1}} = \frac{1}{\sqrt{2\pi\sigma_v^2}} \exp \left( -\frac{(x_k - \hat{x}_k)^2}{2\sigma_v^2} \right)
\cdot \frac{1}{\sqrt{2\pi|Q_k^-|}} \exp \left( -\frac{1}{2}(w - \hat{w}_k)^T(Q_k^-)^{-1}(w - \hat{w}_k) \right),
$$

(3.50)

where $x_k = E[x_k|x_t^{k-1}, w]$ and $\hat{w}_k \triangleq E[w|x_t^{k-1}]$,

and where $Q_k^- \triangleq E[(w - \hat{w}_k)(w - \hat{w}_k)^T|x_t^{k-1}]$.

Taking the negative log gives the following cost function:

$$
J(w) = \frac{(x_k - \hat{x}_k)^2}{\sigma_v^2} + (w - \hat{w}_k)^T(Q_k^-)^{-1}(w - \hat{w}_k),
$$

(3.51)

which can be minimized with respect to $w$ to produce the desired MAP estimate. The first term is the instantaneous squared prediction error. The second term in the cost keeps the new estimate close to the prior estimate $\hat{w}_k$, which is based on the previous data. The prior covariance $Q_k^-$ determines the distance metric used to define “close”.

Note that the cost in Equation 3.51 is equivalent to the batch prediction error cost in Equation 3.48. However, by reformulating the cost in terms of the prior statistics $\hat{w}_k$ and $Q_k^-$, a recursive procedure can be derived: the prior weight estimate $\hat{w}_k$ and covariance $Q_k^-$ must be determined from the posterior statistics at the previous time step.

**Linear Model**

**Measurement Equation for Weights**

The case of a linear model is considered first: $x_k = w_k^T x_{k-1} + v_k$.

**State-Space Representation for Weights**

When developing a recursive weight estimation procedure, it is convenient to give the weights their own state-space representation. This is done by modeling the weights as a stationary process:

$$
w_k = w_{k-1} + u_k \quad (3.52)
$$

$$
x_k = w_k^T x_{k-1} + v_k. \quad (3.53)
$$

Note that the state transition matrix is identity, and that a Gaussian process noise vector $u_k$ has been added with covariance $E[u_k u_k^T] = U_k$ and cross-covariance $E[u_k u_j] = 0 \; \forall k \neq j$. When $U_k = 0$, the weight process is a constant deterministic process; otherwise, it is a random walk.
Even though the weights are not typically believed to undergo this sort of stochastic variation, the process noise $u_k$ can be useful for increasing the tracking ability of the weight estimation filter. Roughly speaking, the larger the covariance $U_k$, the more quickly older data is discarded; this relationship is described more fully beginning on the current page.

Using this model for $w_k$ gives:

\begin{align*}
\hat{w}_k^- &= E[I \cdot w_{k-1} + u_k \{x_t\}^{k-1}_1] \\
&= \hat{w}_{k-1} \\
Q_k^- &= E[(w - \hat{w}_k^-)(w - \hat{w}_k^-)^T\{x_t\}^{k-1}_1] \\
&= E[(w_{k-1} + u_k - \hat{w}_{k-1})(w_{k-1} + u_k - \hat{w}_{k-1})^T\{x_t\}^{k-1}_1] \\
&= Q_{k-1} + U_k,
\end{align*}

which gives the prior mean and covariance in terms of the posterior mean and covariance from the previous time step. To complete the recursive procedure, $\hat{w}_k$ and $Q_k$ must also be calculated from $\hat{w}_k^-$, $Q_k^-$, and the new measurement $x_k$.

The measurement equation (3.53) expresses the known signal $x_k$ as an observation on the unknown weights $w_k$. Note also that the known signal state $x_{k-1}$ can be interpreted here as a time-varying parameter vector. Together, Equations 3.52 and 3.53 constitute a state-space representation for the weights.

**Kalman Weight Filter**

Using this state-space representation, a Kalman weight filter can be derived from the MAP perspective to minimize the cost $J(w)$ in Equation 3.51. The derivation is provided in Appendix C.2 and closely parallels that given in Appendix C.1 for signal estimation. The Kalman filter equations for recursively generating prior and posterior estimates and error covariances for the weights are compiled in Formula 3.5 on the following page. The algorithm can be viewed as a generalization of the popular recursive least squares (RLS) algorithm for linear parameter estimation [29].

**Recursive Least Squares**

More precisely, RLS is a special case of the Kalman weight filter when the covariance, $U_k$, of the process noise is constrained in a certain way. Specifically,

\begin{equation}
U_k = (\lambda^{-1} - 1)Q_{k-1}, \quad \text{where } \lambda \in (0, 1],
\end{equation}
Initialize with:
\[
\begin{align*}
\hat{w}_0 &= E[w] \\ Q_0 &= E[(w - \hat{w}_0)(w - \hat{w}_0)^T]
\end{align*}
\]  
(3.56)  
(3.57)

For \( k \in \{1, \ldots, \infty\} \), the time update equations of the Kalman filter are:
\[
\begin{align*}
\hat{w}_k^- &= \hat{w}_{k-1} \\ Q_k^- &= Q_{k-1} + U_k
\end{align*}
\]  
(3.58)  
(3.59)

and the measurement update equations:
\[
\begin{align*}
K_k^w &= Q_k^- x_{k-1} (x_{k-1}^T Q_k^- x_{k-1} + \sigma_v^2)^{-1} \\ \hat{w}_k &= \hat{w}_k^- + K_k^w (x_k - x_{k-1}^T \hat{w}_k^-) \\ Q_k &= (I - K_k^w x_{k-1}^T) Q_k^-
\end{align*}
\]  
(3.60)  
(3.61)  
(3.62)

Formula 3.5: The linear Kalman weight filter equations.

causes Equation 3.59 to be replaced by
\[
Q_k^- = \lambda^{-1} Q_{k-1},
\]  
(3.64)

which prescribes that the prior covariance should be larger than the posterior covariance by a certain percentage, rather than by an additive amount \( U_k \). By defining:
\[
\Sigma_k \triangleq \frac{1}{\sigma_v^2} Q_k = \left( \frac{\lambda}{\sigma_v^2} Q_{k+1}^- \right)^{-1},
\]  
(3.65)

it is shown in Appendix C.2 that Equations 3.60-3.62 are equivalent to the RLS equations:
\[
\begin{align*}
\Sigma_k &= \lambda \Sigma_{k-1} + x_{k-1} x_{k-1}^T \\ \beta_k &= \lambda \beta_{k-1} + x_{k-1} x_k \\ \hat{w}_k &= \Sigma_k^{-1} \beta_k
\end{align*}
\]  
(3.66)  
(3.67)  
(3.68)

These equations imply \( \Sigma_k = \sum_{t=1}^{k-1} \lambda^{k-t} x_t x_t^T \) and \( \beta_k = \sum_{t=1}^{k-1} \lambda^{k-t} x_t x_k \). In RLS, \( \lambda \) is often called the forgetting factor because it controls the time constant of an exponential window over the data (see Figure 3.3). When \( \lambda = 1 \), all of the past data is weighted equally. The same effect is produced by \( U_k = 0 \) in the Kalman weight filter (no process noise for the weights). This relationship motivates the use of process noise; non-zero \( u_k \) conveys the idea that the data in the distant past is no longer relevant for modeling the current dynamics. This enables the algorithm to effectively "forget" data in the past, and increases the algorithm’s ability to track a changing
Figure 3.3: The gain produced for the data at times \( t \leq k \) by various forgetting factors \( \lambda \). Values displayed for \( k = 1000 \). The time constants can be computed as \( \tau = -1/\log(\lambda) \).

system. However, this will also increase the variance of the weight estimates, because less data is being used.

The RLS algorithm is only equivalent to LS as \( k \to \infty \), because RLS must be initialized with a positive-definite matrix \( \Sigma_0 = \sigma^2_0 Q_0^{-1} \). The determinant of \( \Sigma_0 \) must be large enough to produce a well-conditioned inversion in Equation 3.68, but small enough so as not to bias the result. From Equation 3.65, these comments also shed light on the role of \( \sigma^2_0 \) and \( Q_0^{-1} \) in the Kalman weight filter: their product should be chosen to give stable weight updates during the first few time-steps, without unduly biasing the estimates \( \hat{w}_k \). This issue is explored experimentally in the context of dual estimation in Chapter 4.

In the general context of parameter estimation, using \( \lambda < 1 \) is appropriate whenever the data exhibits some amount of nonstationarity. In this situation, either the weights, \( w \), or variances are drifting with time in some unspecified manner, so that older data do not accurately reflect the current model parameters. This parameter movement is appropriately modeled by a process noise term in the state-space equations for the parameters. However, too small a value of \( \lambda \) limits the amount of data being used to estimate the parameters. This increases the variance of the parameter estimates, making them less accurate.

In the context of linear parameter estimation on clean data, an analytic expression can be derived for the optimal value of \( \lambda \), given information about the degree of nonstationarity [29]. This expression trades off error due to variance in the parameter estimates (called noise misadjustment) and error due to insufficient tracking (called lag misadjustment). However, it requires knowledge of the rate at which the system is changing.

Alternatively, rules for adapting \( \lambda \) can be derived. Other approaches in the literature are to
define $U_k$ as a constant diagonal matrix \([67]\), to estimate it from a moving average of the prediction errors \([81]\), or to change it according to an annealing schedule \([18]\). However, these alternatives are not considered in the context of this thesis.

**Nonlinear Model**

**Nonlinear State-Space Representation for Weights**

For nonlinear models of the data, the state-space equations for $w$ become:

$$w_k = w_{k-1} + u_k \quad (3.69)$$

$$x_k = f(x_{k-1}, w_k) + v_k. \quad (3.70)$$

where the measurement equation is expressed in terms of a *nonlinear* observation on $w_k$, parameterized by the signal-state $x_{k-1}$.

**Extended Kalman Weight Filter**

The weights of the nonlinear model can be estimated by applying an EKF to the nonlinear state equations (3.69-3.70). This requires linearizing the model with respect to the weights:

$$H_k = \frac{\partial f(x_{k-1}, w)}{\partial w} \bigg|_{w=w_k^*} \quad (3.71)$$

in order to calculate the Kalman gain and update the covariance. The measurement update equations in Formula 3.5 are replaced by Formula 3.6. The EKF for training neural networks was initially proposed by Singhal and Wu ([77], 1989), and has been successfully applied and enhanced by numerous authors.

| $K_k^w = Q_k^{-1}H_k^T(H_kQ_k^{-1}H_k^T + \sigma^2_v)^{-1}$ \, (3.72) |
| $\dot{w}_k = w_k^* + K_k^w(x_k - f(\hat{w}_k^*, x_{k-1}))$ \, (3.73) |
| $Q_k = (I - K_k^wH_k)Q_k^*.$ \, (3.74) |

**Formula 3.6:** The extended Kalman weight filter measurement-update equations.

**Modified-Newton Method**

The weight EKF can be interpreted as a modified-Newton optimization method \([48]\), which performs an approximate second-order search over the surface of the squared-prediction-error cost.
function. To see this, note that the weight update

$$\hat{w}_k = \hat{w}_k^- + K_k^w (x_k - f(\hat{w}_k^-, x_{k-1}))$$  \hspace{1cm} (3.75)

can be rewritten (using Equation C.49 in Appendix C.2) as:

$$\hat{w}_k = \hat{w}_k^- + Q_k H_k^T \sigma_v^{-2} (x_k - f(\hat{w}_k^-, x_{k-1})).$$  \hspace{1cm} (3.76)

Also, an alternative form for the covariance recursion is derived in Appendix C.2, as:

$$Q_k^{-1} = ((Q_{k-1}^-)^{-1} + H_k^T \sigma_v^{-2} H_k)$$  \hspace{1cm} (3.77a)

$$= (\lambda^{-1} Q_{k-1}^-)^{-1} + H_k^T \sigma_v^{-2} H_k.$$  \hspace{1cm} (3.77)

In a modified-Newton algorithm, the weight update takes the form:

$$\hat{w}_k = \hat{w}_k^- - S_k \nabla_w J(\hat{w}_k^-)^T$$  \hspace{1cm} (3.78)

where $\nabla_w J$ is the gradient of the cost $J$ with respect to $w$, and $S_k$ is a symmetric matrix that typically approximates the inverse Hessian of the cost. Both the gradient and Hessian are of course evaluated at the previous value of the weight estimate, $\hat{w}_k^-$. If $J$ is the batch form of the squared-prediction-error cost in Equation 3.48 on page 55:

$$J = \sum_{t=1}^{k} \frac{(x_t - f(x_{t-1}, w))^2}{\sigma_v^2}$$  \hspace{1cm} (3.79)

then the gradient and Hessian are given as:

$$\nabla_w J = -2 \sum_{t=1}^{k} H_t^T \sigma_v^{-2} (x_t - f(w, x_{t-1})), \hspace{1cm} (3.80)$$

and

$$\nabla_w^2 J = 2 \sum_{t=1}^{k} H_t^T \sigma_v^{-2} H_t + o(2), \hspace{1cm} (3.81)$$

where $o(2)$ represents terms involving the second derivative of the cost with respect to $w$. For a linear model and the prediction-error cost, $o(2) = 0$.

Equation 3.77 can be rewritten in closed form as:

$$Q_k^{-1} = \lambda Q_0^{-1} + 2 \sum_{t=1}^{k} \lambda^{k-t} H_t^T \sigma_v^{-2} H_t,$$  \hspace{1cm} (3.82)

to express $Q_k^{-1}$ as a first-order approximation to (one-half) the Hessian. Furthermore, the expression $H_k^T \sigma_v^{-2} (x_k - f(\hat{w}_k^-, x_{k-1}))$ in Equation 3.76 is an instantaneous (or stochastic) approximation
to (one-half) the negative gradient; equivalently, it is the negative gradient of the instantaneous cost: \( J_k = \frac{1}{2} \sigma_w^{-2}(x_k - f(w, x_{k-1}))^2 \).

The EKF weight-update expressed in Equation 3.76 can therefore be interpreted as an on-line form of the modified-Newton optimization scheme for minimizing the batch prediction error cost. The scale factors of \( \frac{1}{2} \) cancel out in the weight update. Note that whereas the vectors \( \mathbf{H}_t \) used to build up the inverse covariance in Equation 3.82 are evaluated using a different value of \( \hat{w}_t \) at each time step, \( \mathbf{Q}_k \) is therefore only an approximation to the inverse of the first-order Hessian. All of the values of \( \mathbf{H}_t \) in the true Hessian expressed in Equation 3.81 should be calculated using the same value of \( \hat{w}_t \).

Typically, the weight covariance is initialized as \( \mathbf{Q}_0 = q \cdot \mathbf{I} \), where \( q \) is a positive scalar reflecting the expected numerical range taken by the parameters, and \( \mathbf{I} \) is the identity matrix. If the time-series data has been normalized to unit variance, then it is usually reasonable to assume unit variance on the parameter values \( (q = 1) \). However, the value of \( \sigma_w^2 \) can influence the choice of \( q \).

The prediction error variance \( \sigma_w^2 \) scales both the approximate gradient and approximate Hessian terms, so it effectively cancels out of the weight update. However, because it acts as a scaling term, \( \sigma_w^2 \) will determine the relative influence of the initial covariance \( \mathbf{Q}_0 \) on later covariances \( \mathbf{Q}_k \), for \( k > 0 \). When \( \lambda = 1 \), Equation 3.77 can be written equivalently as \( \sigma_w^2 \mathbf{Q}_k^{-1} = \sigma_w^2 (\mathbf{Q}_{k-1})^{-1} + \mathbf{H}_k^T \mathbf{H}_k \), so that when \( \sigma_w^2 \) is small, \( (\mathbf{Q}_0)^{-1} \) should be large to keep \( \sigma_w^2 (\mathbf{Q}_0)^{-1} \) invertible. The situation is similar to the RLS initialization in the linear case, where the condition number of \( \sigma_w^2 (\mathbf{Q}_0)^{-1} \) is also crucial. A small value of \( q \) will cause \( \mathbf{Q}_0^{-1} \) to have large diagonal values and produce more stable (lower variance) behavior, but this will bias the estimates \( \hat{\mathbf{w}}_k \) for small times \( k \). Ultimately, then, the choice of \( q \) will depend on the variance of the process noise \( \sigma_n^2 \), and the variance of data.

**Observed-Error Form**

The preceding paragraphs demonstrate that the weight EKF provides a modified-Newton optimization algorithm for the squared-prediction-error cost function given in Equation 3.79. This result can be readily generalized to produce recursive algorithms for minimizing other batch cost functions, by simply rewriting the observation equation for the weights. The basic idea is presented by Puskorius and Feldkamp [67] for minimizing an entropic cost function.

From the standpoint of the modified-Newton update, the exact choice of state-space representation for the weights is irrelevant, so long as good approximations to the Hessian and gradient
are generated. Therefore, consider reformulating the state-space representation for the weights as:

\[ w_k = w_{k-1} + u_k \]  
\[ 0 = -\epsilon_k + r_k. \]

where \( r_k \) is a measurement noise term with variance \( \sigma_r^2 = \frac{1}{2} \), and the target “observation” is fixed at zero. The measurement function \(-\epsilon_k\) is chosen according to the cost function to be minimized, such that \( \epsilon_k^T \epsilon_k = J_k \). However, this alone does not uniquely specify \( \epsilon_k \), which can be vector-valued.

Applying the alternative form of the Kalman weight filter update (in Equations 3.76-3.77) to the observed-error state-space representation, gives:

\[ \hat{w}_k = w_k^- + Q_{o,k}^T \sigma_r^{-2} (0 + \epsilon_k), \]

where \( H_{o,k} \doteq \frac{\partial (\epsilon_k)}{\partial w} \bigg|_{w=w_k^\star} \)

and \( Q_{o,k}^{-1} = (\lambda^{-1} Q_{o,k-1})^{-1} + H_{o,k}^T \sigma_r^{-2} H_{o,k}. \)

The error \( \epsilon_k \) is chosen such that \( H_{o,k}^T \sigma_r^{-2} \epsilon_k \) and \( Q_{o,k} \) produce the negative gradient and inverse Hessian of the desired batch cost.\(^\text{3}\)

In [67], Puskorius and Feldkamp propose using this observed-error filter to minimize an entropic cost function.\(^\text{4}\) The instantaneous cost is:

\[ J_k = 2 \log \frac{2}{1 + y_k \hat{y}_k}, \]

where \( \hat{y}_k \) represents the output of the model at time \( k \). The observed-error and its negative derivative are defined as \( \epsilon_k = \sqrt{J_k} \), and

\[ H_{o,k} = \frac{y_k}{J_k^2 (1 + y_k \hat{y}_k)} \cdot \nabla_w \hat{y}_k \]

(3.89)

to perform minimization of the entropic cost.

Returning to the prediction-error cost of Equation 3.48, let \( \epsilon_k = \sqrt{J_k} = (x_k - f(x_{k-1}, w_k))/\sigma_v \), so that

\[ H_{o,k} = \frac{-1}{2\sqrt{J_k}} \nabla_w^T J_k (\hat{w}_k) = \frac{1}{\sigma_v} \nabla_w^T f(x_{k-1}, \hat{w}_k) = \frac{1}{\sigma_v} H_k, \]

(3.90)

and \( Q_{o,k}^{-1} \) approximates \( 2 \sum_{i=1}^N H_i^T \sigma_r^{-2} H_i \). Hence, \( Q_{o,k} = 2Q_k \), giving the same approximation to the inverse Hessian as before, and \( H_{o,k}^T \sigma_r^{-2} \epsilon_k = 2H_k^T \sigma_r^{-2} (x_k - f(x_{k-1}, w_k)) \) is the negative of

\(^3\)While \(-H_{o,k}^T \sigma_r^{-2} \epsilon_k \) gives the exact gradient of \( J_k \), \( Q_{o,k}^{-1} \) is a recursive approximation to the first-order part of the Hessian.

\(^4\)In [67], the outputs are constrained to be \pm1, and the cost allows for models with multiple outputs, but this is not important here.
the instantaneous gradient. The observed-error formulation for the prediction-error cost function therefore gives the same update as the standard Kalman weight filter in formulae 3.5 and 3.6.

Moreover, by using the observed-error representation of the weights, a sequential weight estimation procedure can be designed for any cost \( J \) that can be written as a sum of instantaneous costs \( J_k \). The only changes to the standard weight EKF are a redefinition of the error as \( e_k \) such that \( e_k^T e_k = J_k \), a corresponding use of the output error derivative, \( H_{e,k} \), and the replacement of \( \sigma_e^2 \) with \( \sigma_r^2 = \frac{1}{2} \). This last substitution means the initial weight covariance \( Q_0 \) can now be chosen independently of \( \sigma_r^2 \). However, the primary advantage of the observed-error form is that any cost \( J_k \) can be minimized, so long as it is differentiable and nonnegative. As will be shown in Section 3.5, the dual Kalman filter relies on this form of the weight filter for minimizing many of the cost functions derived in Chapter 2.

### 3.4 Joint Estimation

Section 3.2 considered the problem of estimating the signal from noisy data when the model is known, and Section 3.3 considered the problem of estimating the model when the signal is known. The present section addresses the more complex problem of estimating both the signal and the model from noisy data, when neither one is known. Here, the two unknown quantities are estimated by combining them in a joint state-space representation; the dual Kalman filtering approach, which treats them separately, is described in Section 3.5.

#### 3.4.1 Joint Kalman Filtering – White Noise Case

Recall the joint cost function from Equation 2.11 on page 23, derived in Section 2.3:

\[
J(x^N, w) = \sum_{k=1}^{N} \left( \frac{(y_k - x_k)^2}{\sigma_n^2} + \frac{(x_k - \hat{x}_k^-)^2}{\sigma_r^2} \right),
\]

which can be minimized to produce the most probable estimates of the signal \( \{x_k\}_{1}^{N} \) and weights \( w \) given the noisy data \( \{y_k\}_{1}^{N} \).

However, in a sequential MAP estimation context, only the current estimates \( \hat{x}_k \) and \( \hat{w}_k \) are desired, rather than an estimate of the entire signal. This goal is formally written as:

\[
(\hat{x}_k, \hat{w}_k) = \arg \max_{\hat{x}_k, \hat{w}} P_{x_k, w | y^k}. \tag{3.91}
\]

The sequential estimates \( \hat{x}_N \) and \( \hat{w}_N \) defined in this way will also be optimal with respect to the above batch cost function, as desired.
The previous two sections showed that sequential estimation procedures can be produced independently for \(x_k\) and \(w\) by first creating a state-space representation for each. To generate MAP estimates of \(x_k\) and \(w\) simultaneously, it is useful to define a new joint state-space representation.

Defining:

\[
z_k = \begin{bmatrix} x_k \\ w_k \end{bmatrix},
\]

it is clear that maximizing the density \(p_{z_k|y^k}\) is equivalent to maximizing \(p_{x_k,w|y^k}\). Hence, the MAP-optimal estimate of \(z_k\) will contain the values of \(x_k\) and \(w_k\) that minimize the batch cost \(J(x_k^1, w)\). Furthermore, the resulting state-space representation for \(z_k\) enables the development of a sequential estimation procedure.

**Linear Model**

To develop the joint state-space representation, first assume a linear model of the data:

\[
\begin{align*}
x_k &= w_k^T x_{k-1} + v_k \\
y_k &= x_k + n_k,
\end{align*}
\]

where, as before, the weights are modeled as a stationary stochastic process:

\[
w_k = w_{k-1} + u_k.
\]

**Joint State-Space Representation**

The state-space equations for the joint state are:

\[
\begin{align*}
z_k &= F(z_{k-1}) + B(v_k, u_k) \\
x_k &= A_{k-1} \cdot z_{k-1} + B \cdot v_k \\
w_k &= 0 \cdot z_{k-1} + 0 \cdot u_k \\
y_k &= C \cdot z_k + u_k
\end{align*}
\]

where, as before: \(A_k = \begin{bmatrix} w_k \\ 1 \end{bmatrix}\). While the above system looks linear in form, the multiplication \(A_{k-1} \cdot x_{k-1}\) represents a nonlinear (or more precisely, bilinear) function of the joint state, \(z_{k-1}\).
This precludes the use of the Kalman filter for state estimation, even though the form of the model was assumed linear. However, an EKF can be applied to generate approximate MAP estimates of the signal and weights. This approach seems to have been developed first in [38, 12].

### Joint Extended Kalman Filter

To apply the EKF, $\mathbf{F}(\mathbf{z}_k)$ must be linearized with respect to the joint state $\mathbf{z}_k$, evaluated at the estimate $\hat{\mathbf{z}}_k$. Using the definition:

$$
\mathbf{A}_k \triangleq \frac{\partial \mathbf{F}(\mathbf{z})}{\partial \mathbf{z}} \bigg|_{\mathbf{z} = \hat{\mathbf{z}}_k} = \begin{bmatrix}
\mathbf{A}_k & \mathbf{x}_k^T \\
0 & \mathbf{I}
\end{bmatrix}
\begin{bmatrix}
\mathbf{w}_k^T \\
\mathbf{0}
\end{bmatrix}
\begin{bmatrix}
\mathbf{x}_k^T \\
\mathbf{0}
\end{bmatrix},
$$

(3.98)

and introducing the joint noise covariance:

$$
\mathbf{V}_k \triangleq \begin{bmatrix}
\mathbf{B}e_k \\
\mathbf{u}_k
\end{bmatrix}
\begin{bmatrix}
\mathbf{B}^T
\mathbf{0}
\end{bmatrix}
\begin{bmatrix}
\mathbf{0}
\mathbf{U}
\end{bmatrix}
$$

(3.99)

the derivation of the joint EKF is exactly analogous to that of the standard Kalman filter given in Appendix C. The equations are given in Formula 3.7.

<table>
<thead>
<tr>
<th>Initialize with:</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\mathbf{z}}_0 = E[\mathbf{z}_0]$</td>
</tr>
<tr>
<td>$\mathbf{P}_0 = E[(\mathbf{z}_0 - \hat{\mathbf{z}}_0)(\mathbf{z}_0 - \hat{\mathbf{z}}_0)^T]$</td>
</tr>
</tbody>
</table>

For $k \in \{1, \ldots, \infty\}$, the time update equations of the Kalman filter are:

$$
\hat{\mathbf{z}}_k^- = \mathbf{F}(\hat{\mathbf{z}}_{k-1})
$$

(3.102)

$$
\mathbf{P}_k^- = \mathbf{A}_{k-1} \mathbf{P}_{k-1} \mathbf{A}_{k-1}^T + \mathbf{V}_k
$$

(3.103)

and the measurement update equations:

$$
\mathbf{K}_k = \mathbf{P}_k^- \mathbf{C}^T (\mathbf{C} \mathbf{P}_k^- \mathbf{C}^T + \mathbf{\sigma}_n^2)^{-1}
$$

(3.104)

$$
\hat{\mathbf{z}}_k = \hat{\mathbf{z}}_k^- + \mathbf{K}_k (\mathbf{y}_k - \mathbf{C} \hat{\mathbf{z}}_k^-)
$$

(3.105)

$$
\mathbf{P}_k = (\mathbf{I} - \mathbf{K}_k \mathbf{C}) \mathbf{P}_k^-.
$$

(3.106)

Formula 3.7: The joint extended Kalman filter equations.
Nonlinear Model

When the time-series is generated by a nonlinear AR process, the only change in the joint EKF comes from redefining $F(z_{k-1})$ in Equation 3.96 as:

$$ F(z_{k-1}) = \begin{bmatrix} F(x_{k-1}, w_{k-1}) \\ 1 \cdot w_{k-1} \end{bmatrix} $$

and consequently letting:

$$ \bar{A}_k \triangleq \frac{\partial F(z)}{\partial z} \bigg|_{z = \hat{z}_k} = \begin{bmatrix} A_k & 0 \\ 0 & I \end{bmatrix} = \begin{bmatrix} \frac{\partial f(z_k, w)}{\partial x}^T \\ \frac{\partial f(z_k, w)}{\partial w}^T \end{bmatrix}. $$

Each of these definitions is consistent with the linear-model case; using them therefore allows the joint EKF algorithm in Formula 3.7 to be used for both linear and nonlinear models.

Note that because the gradient of $f(z)$ with respect to $w$ is taken with the other elements (namely, $\hat{x}_k$) fixed, it will not involve recursive derivatives of $\hat{x}_k$ with respect to $w$ (see Section 3.6.1 on page 102). This fact is cited in [45, 47] as a potential source of convergence problems for the joint EKF. Additional results and citations in [61] corroborate the difficulties of the approach, although the cause of divergence is linked therein to the linearization of the coupled system, rather than the lack of recurrent derivatives. Although the use of recurrent derivatives is suggested in [45, 47], there is no justification for this from the standpoint of minimizing the joint cost function. Furthermore, no divergence problems were encountered by this author during preparation of the experimental results in Chapter 4 when using non-recursive derivatives.

3.4.2 Joint Kalman Filtering – Colored Noise Case

As discussed in Section 3.2, when the measurement noise is colored, it must be estimated as though it were a second signal. The joint cost function for colored noise was given in Equation 2.29 on page 30 as:

$$ J(x_i^N, n_i^N, w) = \sum_{k=1}^{N} \left( \frac{(x_k - x_k^-)^2}{\sigma_x^2} + \frac{(n_k - n_k^-)^2}{\sigma_n^2} \right), $$

which when minimized subject to the constraint $\{y_k\}_i^N = \{x_k\}_i^N + \{n_k\}_i^N$, produces the most probable estimates of the signal, noise, and weights given the data. However, the goal of sequential estimation is to find current estimates $\hat{x}_k, \hat{n}_k,$ and $\hat{w}_k$ such that:

$$ (\hat{x}_k, \hat{n}_k, \hat{w}_k) = \text{arg max}_{\hat{x}_k, \hat{n}_k, \hat{w}} p(x_k, n_k, w | y_i^t). $$
These estimates are optimal with respect to the batch cost function $J(x^*_k, n^*_k, w)$ used with data up to time $k$.

As in the white noise case, a state-space representation facilitates the development of a sequential algorithm. This time, define the joint state vector as:

\[
\zeta_k = \begin{bmatrix} x_k \\ n_k \\ w_k \end{bmatrix} = \begin{bmatrix} \xi_k \\ w_k \end{bmatrix}.
\]

Maximizing the density $p_{\zeta_k|x^*_k}$ with respect to $\zeta_k$ will produce the desired $\hat{x}_k$, $\hat{n}_k$, and $\hat{w}_k$ that minimize $J(x^*_k, n^*_k, w)$.

**Linear Model**

Starting with the linear-model case, the signal is assumed to be generated by the AR process of Equation 3.8, and the measurement noise is generated by a similar AR process (given in Equation 2.23).

**Joint State-Space Representation - Colored Noise**

The estimation of $\zeta_k$ can be done recursively with an extended Kalman filter by writing the state-space equations for the joint state:

\[
\begin{align*}
\zeta_k &= \Phi_c(\zeta_{k-1}) + \Phi_c(v_k, v_{n,k}, u_k) \\
\begin{bmatrix} \xi_k \\ w_k \end{bmatrix} &= \begin{bmatrix} A_{c,k-1} & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} \xi_{k-1} \\ w_{k-1} \end{bmatrix} + \begin{bmatrix} B_c \cdot v_{c,k} \\ u_k \end{bmatrix} \\
y_k &= C_c \cdot \zeta_k \\
y_k &= \begin{bmatrix} C & C_n & 0 & \cdots & 0 \end{bmatrix} \begin{bmatrix} \xi_k \\ w_k \end{bmatrix}
\end{align*}
\]

where, as before: $A_{c,k} \triangleq \begin{bmatrix} A_k & 0 \\ 0 & A_n \end{bmatrix}$, where $A_k$ is given in Equation 3.24 on page 50. Hence, as in the white noise case, the multiplication $A_{k-1} \cdot x_{k-1}$ represents a bilinear function of the state, $\zeta_{k-1}$. The state equations are therefore nonlinear, and an extended Kalman filter is needed for estimation of the signal, noise, and weights.
Joint Extended Kalman Filter – Colored Noise

To apply the EKF, $\bar{F}_n(\zeta_k)$ must be linearized with respect to the joint-state $\zeta_k$, evaluated at the estimate $\hat{\zeta}_k$. Using the definition:

$$
\bar{A}_{c,k} \triangleq \frac{\partial \bar{F}_n(\zeta)}{\partial \zeta} \bigg|_{\zeta = \hat{\zeta}_k} = \begin{bmatrix}
A_{c,k} & \hat{x}_k^T \\
0 & 0 \\
0 & I
\end{bmatrix}
$$

(3.114)

and introducing the joint noise covariance:

$$
\bar{V}_{c,k} \triangleq \text{Cov}
\begin{bmatrix}
B_n \nu_{c,k} \\
u_k
\end{bmatrix}
= \begin{bmatrix}
B_n \sigma_n^2 B^T & 0 & 0 \\
0 & B_n \sigma_n^2 B^T & 0 \\
0 & 0 & \nu_k
\end{bmatrix}
$$

(3.115)

allows the derivation of the colored noise joint EKF shown in Formula 3.8.

Initialize with:

$$
\hat{\zeta}_0 = E[\zeta_0] 
$$

(3.116)

$$
P_0 = E[(\zeta_0 - \hat{\zeta}_0)(\zeta_0 - \hat{\zeta}_0)^T] 
$$

(3.117)

For $k \in \{1, \ldots, \infty\}$, the time update equations of the Kalman filter are:

$$
\hat{\zeta}_k = \bar{F}_n(\hat{\zeta}_{k-1})
$$

(3.118)

$$
P_k = \bar{A}_{c,k-1} P_{k-1} \bar{A}_{c,k-1}^T + \bar{V}_{c,k}
$$

(3.119)

and the measurement update equations:

$$
\bar{K}_k = P_k^{-1} \bar{C}_c^T (\bar{C}_c P_k^{-1} \bar{C}_c^T + 0)^{-1}
$$

(3.120)

$$
\hat{\zeta}_k = \hat{\zeta}_k + \bar{K}_k (y_k - \bar{C}_c \hat{\zeta}_k)
$$

(3.121)

$$
P_k = (I - \bar{K}_k \bar{C}_c) P_k
$$

(3.122)

Formula 3.8: The joint extended Kalman filter equations for colored measurement noise.

Nonlinear Model – Colored Noise

When the time-series is generated by a nonlinear AR process, the only change in the joint EKF comes from redefining $\bar{F}_n(\zeta_{k-1})$ in Equation 3.96 as:

$$
\bar{F}_n(\zeta_{k-1}) \triangleq \begin{bmatrix}
F_n(x_{k-1}, w_{k-1}) \\
I \cdot w_{k-1}
\end{bmatrix}
$$

(3.123)
and consequently letting:

\[
\overline{A}_{c,k} \triangleq \left. \frac{\partial F_c(\zeta)}{\partial \zeta} \right|_{\zeta=\tilde{\zeta}_k} = \begin{bmatrix}
A_{c,k} & H_k \\
0 & I
\end{bmatrix} = \begin{bmatrix}
A_k & 0 \\
0 & A_{n,k}
\end{bmatrix} \begin{bmatrix}
\frac{\partial f(x_k,w)}{\partial w}^T \\
0 & 0 & I
\end{bmatrix}.
\]

(3.124)

Both of these definitions are consistent with the linear-model case.

### 3.5 Dual Kalman Filtering

In the previous section, the joint EKF algorithm was described as a method for sequentially estimating both the signal and the model from noisy data. Because the joint cost function is a highly coupled function of its arguments, the joint EKF estimates the signal and weights simultaneously by combining them in a joint state-space representation. In this section, an alternative algorithm called the dual extended Kalman filter is developed by decomposing the problem into separate signal-estimation and weight-estimation components.

One powerful advantage of the dual EKF is that it can be applied to a variety of estimation cost functions. That is, the various costs derived in Chapter 2 can all be minimized sequentially by dual EKF algorithms. Although some costs do not require it, this is accomplished most generally through the observed-error form of the weight filter, described in Section 3.3.2. The joint EKF presented in the previous section lacks this flexibility, and can only minimize the joint cost \( J^j(x_k,w) \). The various cost functions and their observed-error variable definitions are presented throughout this section; Table 3.1 provides a summary. The form of the algorithms differ slightly for white noise and colored noise cases, so they are treated separately, in Sections 3.5.1 and 3.5.2, respectively.

#### 3.5.1 White Noise Case

Section 2.3 derived the joint cost function for estimating \( \{x_k\}_1^N \) and \( w \) in the presence of white Gaussian measurement noise as (from Equation 2.11):

\[
J^j(x_1^N,w) = \sum_{k=1}^{N} \left( \frac{y_k - x_k}{\sigma_y^2} + \frac{(x_k - \tilde{x}_k)^2}{\sigma_x^2} \right),
\]

where \( \tilde{x}_k = E[x_k|\{x_l\}_{1}^{k-1},w] \) is the optimal prediction, and is a function of both the signal and weights: \( \tilde{x}_k = f(x_{k-1}, \ldots ,x_{k-M},w) \).
Table 3.1: Summary of the observed-error formulae for the various weight and variance cost functions
minimized by the dual Kalman filter. When equations differ for the colored noise case, formula numbers
are enclosed in parentheses.

<table>
<thead>
<tr>
<th>Name of Cost</th>
<th>Symbol</th>
<th>Formula</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>joint weight</td>
<td>$J^j(\hat{x}^N, w)$</td>
<td>3.9(3.22)</td>
<td>73(91)</td>
</tr>
<tr>
<td>joint variance</td>
<td>$J^j(\sigma^2)$</td>
<td>3.11(3.23)</td>
<td>76(92)</td>
</tr>
<tr>
<td>error-coupled weight</td>
<td>$J^ec(w)$</td>
<td>3.14(3.24)</td>
<td>81(94)</td>
</tr>
<tr>
<td>error-coupled variance</td>
<td>$J^ec(\sigma^2)$</td>
<td>3.15(3.25)</td>
<td>81(95)</td>
</tr>
<tr>
<td>prediction error</td>
<td>$J^{pe}(w)$</td>
<td>3.16(3.27)</td>
<td>84(98)</td>
</tr>
<tr>
<td>max. likelihood</td>
<td>$J^{ml}(w)$</td>
<td>3.17</td>
<td>84</td>
</tr>
<tr>
<td>max. likelihood</td>
<td>$J^{ml}(\sigma^2)$</td>
<td>3.18</td>
<td>85</td>
</tr>
<tr>
<td>EM weight</td>
<td>$J^{em}(w)$</td>
<td>3.19(3.28)</td>
<td>88(100)</td>
</tr>
<tr>
<td>EM variance</td>
<td>$J^{em}(\sigma^2)$</td>
<td>3.20(n.a.)</td>
<td>89(100)</td>
</tr>
</tbody>
</table>

Decoupling with Direct Substitution

As discussed in Chapter 2, a common approach to minimizing a multivariate cost function is to
optimize one argument at a time while the other argument is fixed. This can be done in an iterative
framework (see Figure 1.5(a) on page 10) by first minimizing $J^j(\hat{x}^N, w)$ with respect to $w$ to
produce $\hat{w}$, and then minimizing $J^j(x^N, \hat{w})$ with respect to $x^N$ to produce $\hat{x}^N$, and repeating until
the algorithm converges to a final set of estimates. Denoting the iteration index as $i$, the iterative
approach can be viewed as a minimization of two sequences of cost functions, $\{J^j(\hat{x}^N, w)\}_{i=1}^\infty$
and $\{J^j(x^N, \hat{w})\}_{i=1}^\infty$, each of which converges to the cost $J^j(x^N, w)$ as the estimates $\hat{x}^N$ and $\hat{w}$
converge to their true values. The errors-in-variables (EIV) framework in the statistics literature
[75, 87] is an example of this iterative approach, and is described briefly in Appendix G.

In sequential dual estimation, on the other hand, a different cost function is effectively used at
each time-step $k$. For a sequential approach, only the current state $\hat{x}_k$ is optimized with respect
to the current cost $J^j(x^N_k, \hat{w}_k)$; the sequence of costs $\{J^j(x^N_k, \hat{w}_k)\}_{k=1}^\infty$ is used to generate the
sequence of signal-state estimates $\{\hat{x}_k\}_{k=1}^\infty$. Meanwhile, these signal estimates are used to generate
a sequence of weight estimates $\{\hat{w}_k\}_{k=1}^\infty$ from the sequence of costs $\{J^j(\hat{x}^N_k, w_k)\}_{k=1}^\infty$.

Hence, the estimates of the signal-state and weights are generated simultaneously, with the
estimation of each quantity depending on the estimate of the other, as shown in Figure 3.4. As
discussed in the following paragraphs, Kalman filters can be used for both the signal estimation and
weight estimation components, resulting in the dual extended Kalman filter family of algorithms.
Figure 3.4: In sequential dual estimation, the signal and weights estimates are produced concurrently, with the estimation of each quantity depending on the other.

Signal Estimation
To estimate $x_k$, the cost $J^s(x^s_k, w)$ is evaluated using the weight estimates $\{\hat{w}_t\}_1^k$. This is similar to the batch cost in Equation 2.12 on page 24, except that a sequence of weight estimates is used, rather than a single $\hat{w}$:

$$J^s(x^s_k, w) = \sum_{t=1}^{k} \left( \frac{(y_t - x^s_t)^2}{\sigma_n^2} + \frac{(x^s_t - \hat{x}^s_t)^2}{\sigma_v^2} \right),$$

where the prediction is: $\hat{x}^s_t = f(x^s_{t-1}, w)$. This is also identical to the signal-estimation cost $J(x^s_1)$ given on page 44, except that the known, fixed weight vector $w$ has been replaced here by the time-varying sequence of weight estimates, $\{\hat{w}_t\}_1^k$. Section 3.2 showed that a Kalman filter produces sequential estimates $\hat{x}_t$ that minimize $J(x^s_1)$. Hence, given weight estimates $\{\hat{w}_t\}_1^k$, a Kalman filter (or EKF) will produce the state-estimate $\hat{x}_k$ that is optimal with respect to the above cost.

Weight Estimation
The weights $w$ are estimated by minimizing the joint cost $J^w(x^w_1, w)$, evaluated using the signal estimates $\{\hat{x}_t\}_1^t$. This is given by Equation 2.13 on page 24, restated here for data up to the current time $k$:

$$J^w(x^w_1, w) = \sum_{t=1}^{k} \left( \frac{(y_t - \hat{x}_t)^2}{\sigma_n^2} \right),$$

where $\hat{x}_t = f(\hat{x}_{t-1}, w)$. There is no immediate restriction here on how the signal estimates are found; however, this cost will generally only be useful for weight estimation if $\{\hat{x}_t\}_1^t$ are chosen to be a function of $w$. If the estimates $\hat{x}_t$ are not considered to be a function of $w$, then the cost function reduces to the second term alone, and is essentially a prediction-error cost on the signal estimates. This simplified joint cost is expressed as $J^w(\hat{x}^w_1, w)$ in Equation 2.14 on page 25, and is also identical to the weight-estimation cost $J(w)$ given in Equation 3.48, except that the clean
signal $x_k$ has been replaced by estimates. The Kalman weight filter of Formulae 3.5 and 3.6 can be
directly applied using $\{\hat{x}_t\}_t^{k}$. However, this procedure is somewhat risky, as there is no guarantee
that $\hat{x}_k$ is at all related to the data.

On the other hand, if $\hat{x}_k$ and $\hat{x}_k^-$ are produced by a linear or extended Kalman filter, as
described on the previous page, then both terms in the cost function are used. In this case, both
$\hat{x}_k$ and $\hat{x}_k^-$ are recursive functions of the weights. To minimize the full cost function $J^j(\hat{x}_k^N, w)$, a
special two-observation form of the weight filter is used. An equivalent version of this filter appears
in [60]; however, the observed-error form is shown here for consistency with dual EKF variations
throughout this section.

The observed-error form of the Kalman weight filter – described on page 62 – can be used by
defining the instantaneous cost as:

$$J_k = \frac{(y_k - \hat{x}_k)^2}{\sigma_n^2} + \frac{(\hat{x}_k - \hat{x}_k^-)^2}{\sigma_v^2},$$

or

$$J_k = \frac{\epsilon_k^2}{\sigma_n^2} + \frac{\bar{\epsilon}_k^2}{\sigma_v^2},$$

where $\epsilon_k \triangleq (y_k - \hat{x}_k)$ and $\bar{\epsilon}_k \triangleq (\hat{x}_k - \hat{x}_k^-)$. Hence, $\sum_1^N J_k = J^j(\hat{x}_k^N, w)$. The gradient and Hessian
are shown in Appendix E, and can be approximated as described in Section 3.3 by defining a
vector form of the observed-error. This is shown along with its negative derivative in Formula 3.9.
This gives $\epsilon_k^T \epsilon_k = J_k$, as required. Letting $\sigma_r^2 = \frac{1}{2} \cdot I$, the negative gradient is produced by

$$\nabla_w J_k = \begin{bmatrix} \sigma_n^{-1} \epsilon_k \\ \sigma_v^{-1} \bar{\epsilon}_k \end{bmatrix}, \text{ with negative Jacobian } H_{o,k} = \begin{bmatrix} \sigma_n^{-1} \nabla_w^T \epsilon_k \\ \sigma_v^{-1} \nabla_w^T \bar{\epsilon}_k \end{bmatrix}$$

Formula 3.9: Joint cost function observed-error terms for dual EKF weight filter.

$H_{o,k} \sigma_r^{-2} \epsilon_k = -\nabla_w J_k$, as shown in Appendix E, and a first-order approximation to the instantaneous
Hessian $\nabla_w^2 J_k$ is given by: $H_{o,k} \sigma_r^{-2} H_{o,k}$. Although alternative formulations of the observed-error
(such as $\epsilon_k = \sqrt{J_k}$) will produce the correct gradient, they will not produce a good approximation
to the Hessian. The derivatives contained in $H_{o,k}$ evaluate as:

$$\nabla_w \epsilon_k = -\nabla_w \hat{x}_k, \quad \text{and} \quad \nabla_w \bar{\epsilon}_k = (\nabla_w \hat{x}_k - \nabla_w \hat{x}_k^-),$$

and so must be computed recursively; the derivatives of $\hat{x}_k$ and $\hat{x}_k^-$ are computed through the
recurrent Kalman filter structure. Because these computations are the same for any of the dual
Kalman filter variations, this procedure is described in Section 3.6.1 on page 102.

Combining the signal estimation filter and weight estimation filter produces the dual Kalman
filter, presented in Formula 3.10. The algorithm is shown schematically in Figure 3.5. As described
in the rest of this chapter, the algorithm can be applied to other cost functions by redefining $J_k$,
$\epsilon_k$, and $H_{o,k}$ as needed.
Figure 3.5: The dual extended Kalman filter. The algorithm consists of two EKFs run concurrently. The top EKF generates signal estimates, and requires $w_{k-1}$ for the time-update. The bottom EKF generates weight estimates, and requires $x_{k-1}$ for the measurement update.

Variance Estimation

When the variance terms $\sigma^2_s$ and $\sigma^2_w$ are not known, they can be estimated by minimizing the cost function given in Equation 2.15 on page 25, repeated below:

$$J^2(\sigma^2) \triangleq \sum_{t=1}^{T} \left( \log(2\pi \sigma^2_n) + \frac{(y_t - \tilde{y}_t)^2}{\sigma^2_n} ight) + \sum_{t=1}^{T} \left( \log(2\pi \sigma^2_w) + \frac{(\tilde{x}_t - \hat{x}_t)^2}{\sigma^2_w} \right).$$

If the dependence of the signal estimates $\hat{x}_t$ and predictions $\tilde{x}_t$ on the noise variances is ignored, then either of the variances ($\sigma^2_s = \sigma^2_n$ or $\sigma^2_w = \sigma^2_w$) can be found by minimizing only the terms in which it appears. In either case, $\hat{\sigma}^2$ is the average of the quadratic term in the appropriate numerator. This ad hoc approach to estimating the noise variances from the average of squared error terms has been reported elsewhere [62, 81], but is not regarded in the literature as a reliable method for variance estimation.

In reality, both the signal estimates and predictions will be functions of the noise variances, so the cost function cannot be minimized so easily. As with the weight filter, a modified-Newton algorithm can be found for each variance by using an observed-error form of the Kalman filter and modeling the variances as:

$$\sigma^2_{s,t+1} = \sigma^2_s + u_k,$$

$$\sigma^2_w = \tilde{\sigma}_s^2 + r_k \tag{3.137}$$
Initialize with:
\[
\tilde{w}_0 = E[w], \quad Q_0 = E[(w - \tilde{w}_0)(w - \tilde{w}_0)^T]
\]
\[
\tilde{x}_0 = E[x_0], \quad P_0 = E[(x_0 - \tilde{x}_0)(x_0 - \tilde{x}_0)^T]
\]

For \(k \in \{1, \ldots, \infty\}\), the time update equations for the weight filter are:
\[
\begin{align*}
\hat{w}_k^- &= \hat{w}_{k-1} \\
Q_k^- &= Q_{k-1} + U_k = \lambda^{-1}Q_{k-1} \\
\end{align*}
\]  

(3.127)  

(3.128)

and for the signal filter are:
\[
\begin{align*}
\hat{x}_k^- &= F(\hat{x}_{k-1}, \hat{w}_k^-) \\
P_k^- &= A_{k-1} P_{k-1} A_{k-1}^T + B\sigma_n^2 B^T
\end{align*}
\]  

(3.129)  

(3.130)

The measurement update equations for the signal filter are:
\[
\begin{align*}
K_k &= P_k^- C^T (CP_k^- C^T + \sigma_n^2)^{-1} \\
\hat{x}_k &= \hat{x}_k^- + K_k (y_k - C\hat{x}_k^-) \\
P_k &= (I - K_k C)P_k^-
\end{align*}
\]  

(3.131)  

(3.132)  

(3.133)

and for the weight filter are:
\[
\begin{align*}
K_k^w &= Q_k^- \bar{H}_{o.k}^T (\bar{H}_{o.k} Q_k^- \bar{H}_{o.k}^T + \sigma_r^2)^{-1} \\
\hat{w}_k &= \hat{w}_k^- + K_k^w \epsilon_k \\
Q_k &= (I - K_k^w \bar{H}_{o,k}) Q_k^-
\end{align*}
\]  

(3.134)  

(3.135)  

(3.136)

Formula 3.10: The dual extended Kalman filter equations. The definitions of \(\epsilon_k\) and \(\bar{H}_{o,k}\) will depend on the particular form of the weight filter being used. See the text for details.

which gives a one-dimensional state-space representation. Introducing the notation \(\ell_n = \log(2\pi \sigma_n^2)\) and \(\ell_r = \log(2\pi \sigma_r^2)\), the condition \(\tilde{\epsilon}_k^T \epsilon_k = J_k\) is satisfied by defining the observed-error as in Formula 3.11\(^5\). The derivatives \(\frac{\partial \sigma_k^2}{\partial \sigma_n^2}\) and \(\frac{\partial \sigma_k^2}{\partial \sigma_r^2}\) evaluate to either 0 or 1, depending on whether \(\sigma^2 = \sigma_n^2\) or \(\sigma^2 = \sigma_r^2\). The other derivatives:
\[
\frac{\partial \epsilon_k}{\partial \sigma^2} = -\frac{\partial \hat{\epsilon}_k}{\partial \sigma^2}, \quad \text{and} \quad \frac{\partial \hat{\epsilon}_k}{\partial \sigma^2} = \left(\frac{\partial \hat{\epsilon}_k}{\partial \sigma^2} - \frac{\partial \hat{\epsilon}_k}{\partial \sigma^2}\right)
\]  

(3.139)

\(^5\)Note that some elements of \(\epsilon_k\) will generally take on complex values because the log terms that appear in the square root can be less than zero. However, the gradient and approximate Hessian will be real.
must be computed recursively, as described in Section 3.6.1. If these recursive derivatives are ignored (set to zero), the algorithm minimizes the ad hoc cost described above, instead of the full cost of Equation 2.15.

As shown in Appendix E, $\tilde{\mathbf{H}}_{\alpha,k} = -\frac{\partial J}{\partial \tilde{\mathbf{y}}}$ produces the exact negative of the derivative. The second derivative is approximated by $\tilde{\mathbf{H}}^T_{\alpha,k} \tilde{\mathbf{H}}_{\alpha,k}$; this gives nearly the exact first-order part of the Hessian as long as $\ell_u = \sigma_u^2/(3\sigma_n^2 - 2\sigma_n^2)$ and $\ell_v = \sigma_v^2/(3\sigma_n^2 - 2\sigma_n^2)$. These values can be substituted directly in the expression for $\ell_k$ and $\mathbf{H}_{\alpha,k}$ in Formula 3.11; while this seems to contradict the earlier definitions of $\ell_r$ and $\ell_u$, the situation is not so bleak. Consider for a moment adding an offset $\log(\alpha_k) + \log(\gamma_k)$ to the cost $J_k$; this will have no effect on the optimization process. Such a constant might be added by changing the base of the log functions, or equivalently, by making the following redefinitions:

$$
\ell_u \triangleq \log(\alpha_k \cdot 2\pi\sigma_n^2) \quad \ell_r \triangleq \log(\gamma_k \cdot 2\pi\sigma_n^2),
$$

In principle, $\alpha_k$ and $\gamma_k$ can be chosen arbitrarily at each time $k$, so values can be selected such that the required conditions are met. Fortunately, actual values for $\alpha_k$ and $\gamma_k$ need not be computed. Instead, the required values can be directly substituted for $\ell_u$ and $\ell_r$ in the expressions for $\ell_k$ and $\mathbf{H}_{\alpha,k}$.

Figure 3.6: Effect of scaling parameter $\alpha$ on the log function. The solid curve shows $\log(2\pi\sigma^2)$, while the dotted curve shows $\log(\alpha \cdot 2\pi\sigma^2)$, when $\alpha \approx 0.6$. When $2\pi\sigma^2 = 1$, the log is effectively moved from a value of 0 to $-\frac{1}{2}$, with no change in the slope.
Initialize with:

\[ \hat{\sigma}_0^2 = E[\sigma^2], \quad q_0 = E[(\sigma^2 - \hat{\sigma}_0^2)(\sigma^2 - \hat{\sigma}_0^2)^T] \]

The variance estimation filter is shown in Formula 3.12. For \( k \in \{1, \ldots, \infty\} \), the time update equations for the variance filter are:

\[ \hat{\sigma}_k^2 = \hat{\sigma}_{k-1}^2 \]
\[ q_k = q_{k-1} + \sigma_n^2, \quad \sigma_n^2 = \left( \frac{1}{\lambda} - 1 \right) q_{k-1} \]  \hspace{1cm} (3.141)

and the measurement equations are:

\[ q_k = \left( (q_k^-)^{-1} + \bar{H}_{o,k}^T \sigma_r^{-2} \bar{H}_{o,k} \right)^{-1} \]  \hspace{1cm} (3.143)
\[ \hat{\sigma}_k^2 = \sigma_k^- + q_k \bar{H}_{o,k}^T \sigma_r^{-2} \bar{\epsilon}_k \]  \hspace{1cm} (3.144)

Formula 3.12: The variance update equations. The definitions of \( \tilde{\epsilon}_k \) and \( \bar{H}_{o,k} \) will depend on the particular form of the weight filter being used. See the text for details.

Note that the dimension of the state-space is 1 in the case of variance estimation, while the observation \( \tilde{\epsilon}_k \) is generally multidimensional. For this reason, the covariance form of the KF is more efficient than the forms shown earlier for signal or weight estimation, which employ the matrix inversion lemma and use a Kalman gain term.

A peculiar difficulty in the estimation of variances is that these quantities must be positive valued. Because this constraint is not built explicitly into the cost functions, or into the filter in Formula 3.12, it is conceivable that negative values can be obtained. One solution to this problem (inspired by [74]) is to estimate \( \ell \triangleq \log(\sigma^2) \) instead. Negative values of \( \ell \) map to small positive values of \( \sigma^2 \), and \( \ell = -\infty \) maps to \( \sigma^2 = 0 \). The log is a monotonic function, so a one-to-one mapping exists between the optimal value of \( \ell \) and the optimal value of \( \sigma^2 \). An additional benefit of the log function is that it expands the dynamic range near \( \sigma^2 = 0 \), where the solution is more likely to reside; this can improve the numerical properties of the optimization.

Of course, this new formulation requires computing the gradients and Hessians of the cost \( J \) with respect to \( \ell \), rather than \( \sigma^2 \). Fortunately, the change is fairly straightforward. If the cost is a differentiable function of \( \sigma^2 \), then it is equivalently a differentiable function of \( e^\ell \). The first
derivative of the cost with respect to $\ell$ is:

$$\frac{\partial J}{\partial \ell} = \frac{\partial J}{\partial \sigma^2} \cdot \frac{\partial \sigma^2}{\partial \ell}$$

$$= \frac{\partial J}{\partial \sigma^2} \cdot \epsilon^t$$

$$= \frac{\partial J}{\partial \sigma^2} \cdot \sigma^2,$$  \hspace{1cm} (3.145)

and the second derivative is:

$$\frac{\partial^2 J}{(\partial \ell)^2} = \frac{\partial (\partial J)}{\partial \sigma^2} \cdot \sigma^2 + \frac{\partial J}{\partial \sigma^2} \cdot \frac{\partial^2 \sigma^2}{\partial \ell}$$

$$= \frac{\partial^2 J}{\partial (\sigma^2)^2} \cdot \sigma^2 + \frac{\partial J}{\partial \sigma^2} \cdot \frac{\partial \epsilon^t}{\partial \ell}$$

$$= \frac{\partial^2 J}{\partial (\sigma^2)^2} \cdot (\sigma^2)^2 + \frac{\partial J}{\partial \sigma^2} \cdot \sigma^2.$$  \hspace{1cm} (3.146)

These expressions are simple functions of the derivatives with respect to $\sigma^2$, which are approximated by $\hat{H}_{o,k}^T \frac{1}{\sigma_k^2} \hat{e}_k$ and $\hat{H}_{o,k}^T \frac{1}{\sigma_k^2} \hat{H}_{o,k}$. Hence, an alternative variance estimation filter is obtained by replacing the measurement update in Formula 3.12 with the alternative update in Formula 3.13. Strictly speaking, this no longer takes the form of a Kalman filter; it should instead be interpreted as a modified Newton learning rule. This form of the variance filter is used in the experiments in Chapter 4, with $\hat{\epsilon}_k$ and $\hat{H}_{o,k}$ defined according to the cost-function that is chosen.

**Error Coupling**

Although it is a reasonable approach, the direct substitution (in each filter) of estimated values for true ones fails to account for the errors in those estimates. As discussed in Section 2.3, these errors can be taken into consideration by making adjustments to the cost functions.

These changes amount to replacing the sequence of cost functions described on page 71 with the alternative sequences: $\{J^{rc}(x^i_1)\}_i^\infty$ and $\{J^{rc}(w_k)\}_i^\infty$. These sequences will also converge to

<table>
<thead>
<tr>
<th>Formula 3.13: Alternative variance update using the log of the variance.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q_k = \left((q_k^-)^{-1} + \hat{H}<em>{o,k}^T \sigma_r^{-2} \hat{H}</em>{o,k} \cdot (\sigma_r^{-2} \hat{e}<em>k)^2 + \hat{H}</em>{o,k}^T \sigma_r^{-2} \hat{e}_k \cdot \sigma_r^{-2} \hat{e}_k \right)^{-1}$</td>
</tr>
<tr>
<td>$\hat{\ell}_k = \log(\sigma_k^-)$</td>
</tr>
<tr>
<td>$\hat{\ell}_k = \hat{\ell}_k^- + q_k \cdot \hat{e}_k \cdot \sigma_r^{-2} \hat{e}_k \cdot \sigma_r^{-2} \hat{e}_k$</td>
</tr>
<tr>
<td>$\sigma_k^2 = \epsilon_i$</td>
</tr>
</tbody>
</table>

as a modified Newton learning rule. This form of the variance filter is used in the experiments in Chapter 4, with $\hat{\epsilon}_k$ and $\hat{H}_{o,k}$ defined according to the cost-function that is chosen.
\( J^s(x^s_k, w) \) as the signal and weight estimates converge to their true values. However, as described in Section 2.3, the alternative costs have the potential to promote faster convergence in some cases.

**Signal Estimation**

The error in the weights is accounted for by modeling the resultant error in the dynamics, \( \hat{f}_k \) as a white Gaussian noise process. The batch form of the cost function was given in Equation 2.17 on page 26 as:

\[
J^{bc}(x^s_k) = \sum_{k=1}^{N} \left( \frac{(y_k - x_k)^2}{\sigma_n^2} + \frac{(x_k - \hat{x}_k)^2}{\sigma_{f,k}^2 + \sigma_v^2} + \log(2\pi(\sigma_{f,k}^2 + \sigma_v^2)) \right).
\]

The variance \( \sigma_{f,k}^2 \) of the dynamics error can be computed by approximating the dynamics to first order as \( f(x_{k-1}, w) \approx H_k w \), where \( H_k \triangleq \nabla_w f(x_{k-1}, w) \), so that:

\[
\begin{aligned}
\sigma_{f,k}^2 &= E\{(f(x_{k-1}, w) - f(x_{k-1}, \hat{w}_k))^2\} = \sigma_{f,k}^2

\approx E[H_k(w - \hat{w}_k)(w - \hat{w}_k)^T H_k^T|\{x_t\}_{t=1}^{k-1}, \hat{w}_k]

= H_k E[(w - \hat{w}_k)(w - \hat{w}_k)^T|H_k^T]

= H_k Q_k H_k^T.
\end{aligned}
\] (3.155a)

Note that \( \sigma_{f,k}^2 \) is independent of the current state, \( x_k \). Hence, in sequential estimation (wherein only the current state is estimated) the log term can be ignored. The error in the weight estimates can then be accounted for by simply replacing the process noise variance, \( \sigma_n^2 \), with \( \sigma_n^2 + \sigma_{f,k}^2 \) in the signal filter portion of Formula 3.10.

In the sequential estimation case, the derivative, \( H_k \), of \( f(\cdot) \) with respect to \( w \), is evaluated at the previous estimate, \( \hat{x}_{k-1} \). Because \( \hat{x}_{k-1} \) is itself a recursive function of \( w \), this suggests that \( H_k \) should be computed as a recurrent derivative, as shown in Section 3.6.1.

**Weight Estimation**

For weight estimation, taking the error in the signal estimates into account is somewhat more complicated. Here, the relevant cost function (Equation 2.19 on page 27) is:

\[
J^{wc}(w) = \sum_{k=1}^{N} \left( \log(2\pi \sigma_{e_k}^2) + \frac{(y_k - \hat{x}_k)^2}{\sigma_{e_k}^2} + \log(2\pi g_k) + \frac{(\hat{x}_k - \hat{x}_k)^2}{g_k} + \frac{(\hat{x}_k - \hat{x}_k)^2}{g_k} \right).
\]
where the variance terms are calculated as:

\[ \sigma_{\epsilon_k}^2 = E[(y_k - \hat{x}_k)^2] \]  
\[ = E[(n_k + x_k - \hat{x}_k)^2] \]  
\[ = \sigma_n^2 + CP_kC^T, \]  
\[ (3.156) \]

and

\[ g_k = E[(\hat{x}_k - \hat{x}_k^*)^2] \]  
\[ = E[C(\hat{x}_k - \hat{x}_k^*)(\hat{x}_k - \hat{x}_k^*)C^T] \]  
\[ = E[CK_k(y_k - C\hat{x}_k)^2K_k^TC^T] \]  
\[ = E[CK_k(n_k + x_k - C\hat{x}_k)^2K_k^TC^T] \]  
\[ = CK_k(\sigma_n^2 + CP_k^TC^T)K_k^TC^T, \]  
\[ (3.157) \]

respectively\(^6\). Seeing that both \( P_k \) and \( P_k^- \) are functions of \( w \), so are \( \sigma_{\epsilon_k}^2 \) and \( g_k \). The gradients of the variances are:

\[ \nabla_w \sigma_{\epsilon_k}^2 = \nabla_w P_k^{(1,1)}; \]  
\[ (3.158) \]

\[ \text{and} \quad \nabla_w g_k = 2K_k^{(1)}\nabla_w K_k^{(1)}(\sigma_n^2 + CP_k^TC^T) + (K_k^{(1)})^2\nabla_w (P_k^-)^{(1,1)}, \]  
\[ (3.159) \]

where the gradients of the elements of \( K_k \) and \( P_k \) must be computed recursively, using the equations of the Kalman signal filter (see Section 3.6.1).

Sequential minimization of \( J^{rc}(w) \) is provided by an observed-error weight filter. Here the instantaneous error is:

\[ J_k = \log(2\pi\sigma_{\epsilon_k}^2) + \frac{\epsilon_k^2}{\sigma_{\epsilon_k}^2} + \log(2\pi g_k) + \frac{(\hat{x}_k)^2}{g_k}, \]  
\[ (3.160) \]

with the gradient and Hessian shown in Appendix E. The gradient and Hessian of \( J_k \) are approximated by defining the observed-error term and its negative derivative as in Formula 3.14, where \( \ell_{\epsilon_k} \triangleq \log(2\pi\sigma_{\epsilon_k}^2) \) and \( \ell_{g_k} \triangleq \log(2\pi g_k) \). This satisfies \( \epsilon_k^T\ell_k = J_k \), and \( H_{\epsilon_k}\sigma_{\epsilon_k}^{-2}\epsilon_k = -\nabla_w J_k \) gives the negative gradient, as shown in Appendix E. The Hessian is approximated by \( H_{\epsilon_k}\sigma_{\epsilon_k}^{-2}H_{\epsilon_k} \); this gives nearly the exact first-order part of the Hessian when \( \ell_{\epsilon_k} = \sigma_{\epsilon_k}^2/(3\hat{x}_k^2 - 2\sigma_{\epsilon_k}^2) \) and \( \ell_{g_k} = g_k/(3\hat{x}_k^2 - 2g_k) \).

\(^6\)Note that \( g_k \) should always be at least as large as \( \sigma_n^2 \).
Formula 3.14: Error-coupled cost function observed-error terms for dual EKF weight filter.

Variance Estimation

The variance terms $\sigma_n^2$ and $\sigma_p^2$ can also be estimated with information about the errors in both $\hat{x}_k^N$ and $\hat{w}$. This is accomplished by minimizing the cost function given in Equation 2.22:

$$J^{sc}(\sigma^2) = \sum_{k=1}^{N} \left[ \log(2\pi\sigma_n^2) + \frac{(y_k - \hat{x}_k)^2}{\sigma_n^2} + \log(2\pi g_k) + \frac{(\hat{x}_k - \hat{x}_k)^2}{g_k} \right],$$

which is identical to the cost given for weight estimation, except that the predictions here are given by $\hat{x}_k^- = f(\hat{x}_{k-1}, \ldots, \hat{x}_{k-M}, \hat{w})$. The error-variance terms are $\sigma_n^2 = \sigma_n^2 + CP_kC^T$ and $g_k = CK_k(\sigma_n^2 + CP_kC^T)K_k^T$, as shown in Equation 3.156 and 3.157 on the preceding page. The redefinition of $\hat{x}_k^-$ is reflected in $P_k^-$, since this is produced by the error-coupled signal filter (which makes use of the statistics of $\hat{w}$).

The instantaneous cost, $J_k$, is the quantity inside the above summation. The variance terms are estimated by defining the observed-error terms as in Formula 3.15. From Equations 3.156 and 3.157, the derivatives are

Formula 3.15: Error-coupled cost function observed-error terms for dual EKF variance filter.

3.157, the derivatives are

$$\frac{\partial \sigma_n^2}{\partial \sigma^2} = \frac{\partial \sigma_n^2}{\partial \sigma^2} + \frac{\partial P_k^{(1,1)}}{\partial \sigma^2}, \quad (3.161)$$

and

$$\frac{\partial g_k}{\partial \sigma^2} = 2K_k^{(1)} \frac{\partial K_k^{(1)}}{\partial \sigma^2} (\sigma_n^2 + CP_k^-C^T) + (K_k^{(1)})^2 \left( \frac{\partial \sigma_n^2}{\partial \sigma^2} + \frac{\partial (P_k^-)^{(1,1)}}{\partial \sigma^2} \right), \quad (3.162)$$
where both $\frac{\partial \mathbf{P}_{11}}{\partial \sigma^2}$ and $\frac{\partial \mathbf{K}_{1}}{\partial \sigma^2}$ are computed recursively, as shown in Section 3.6.1.

With these quantities in hand, the variances can be estimated as described before, with a Kalman or extended Kalman filter. The variance estimation equations are given in Formulae 3.12 on page 77 and 3.13 on page 78.

**Marginal Estimation**

Section 2.4 describes a different approach to dual estimation, wherein the joint density function $p_{X_{1}^{N}W_{1}^{N}Y_{1}^{N}}$ is expanded into two factors: $p_{X_{1}^{N}|Y_{1}^{N}W}$ and $p_{W|Y_{1}^{N}}$. Marginal estimation methods maximize the first factor with respect to the signal, and the second factor with respect to the weights.

As in the decoupled joint estimation methods, the current weight estimates are used during signal estimation, and vice versa. Again, this can either be done in an iterative or sequential framework. Examples of iterative approaches include Lin and Oppenheim’s well-known approach to speech enhancement [44], which alternates between noncausal Wiener filtering of the signal, and a least-squares solution of the weights; and the batch EM algorithm [76], which is described in more detail beginning on page 85.

**Sequential Signal Estimation**

For sequential estimation, maximizing $p_{X_{1}^{N}|Y_{1}^{N}W}$ with respect to the signal is done using a Kalman signal filter by substituting the current weight estimates $\hat{w}_k$, for $w$. See Formula 3.1 on page 49, and Formula 3.2 for the EKF. As with the decoupled joint estimation approaches, the hope is that as the weight estimates converge to $w$, the signal estimates will tend toward their true values.

**Sequential Weight Estimation**

Maximizing $p_{W|Y_{1}^{N}}$ with respect to the weights can be done by minimizing the negative log:

$$-\log p_{Y_{1}^{N}|W} = \frac{1}{2} \sum_{k=1}^{N} \left( \log(2\pi\sigma_{e_k}^2) + \frac{(y_k - \bar{y}_{k|k-1})^2}{\sigma_{e_k}^2} \right).$$  

(3.163)

The conditional mean is the prediction $\bar{y}_{k|k-1}$, with error-variance $\sigma_{e_k}^2$. The mean is calculated as:

$$\bar{y}_{k|k-1} = E[y_k|\{y_t\}_{t=1}^{k-1}, w]$$

(3.164a)

$$= E[x_k + n_k|\{y_t\}_{t=1}^{k-1}, w] = \hat{x_k} + 0$$

(3.164b)

$$= C \cdot \hat{x_k}.$$  

(3.164)
and variance is given by:

\[
\sigma^2_{\epsilon_k} = E[(y_k - \hat{y}_k|k-1)^2|\{y_t\}_{t=1}^{k-1}, w]
\]

(3.165a)

\[
= E[(\nu_k + x_k - \hat{x}_k^-)^2|\{y_t\}_{t=1}^{k-1}, w]
\]

(3.165b)

\[
= \sigma^2_n + CP_k^{-1}C^T.
\]

(3.165)

so that both are computed by the Kalman signal filter, and thus are recursive functions of the weights \(w\). Their gradients are

\[
\nabla_w(y_k|k-1) = C \cdot \nabla_w \hat{x}_k^-
\]

(3.166)

\[
\nabla_w(\sigma^2_{\epsilon_k}) = \nabla_w(P_k^{-(1,1)})
\]

(3.167)

which must be computed recursively, as shown in Section 3.6.1.

**Sequential Variance Estimation**

If the noise variances represent additional unknown parameters, they can also be estimated by minimizing the cost in Equation 3.163. The mean and variance are computed the same as in Equations 3.164 and 3.165, except that the unknown variance \(\sigma^2\) is now an additional conditioning argument in the expectations. Hence, the derivatives are:

\[
\frac{\partial y_k|k-1}{\partial \sigma^2} = -\frac{\partial \hat{x}_k^-}{\partial \sigma^2}
\]

(3.168)

\[
\frac{\partial \sigma^2_{\epsilon_k}}{\partial \sigma^2} = \frac{\partial \sigma^2_n}{\partial \sigma^2} + \frac{\partial P_k^{-(1,1)}}{\partial \sigma^2}.
\]

(3.169)

**Prediction Error Weight Estimation**

If \(\sigma^2_{\epsilon_k}\) is assumed to be independent of \(w\), then the log term can be dropped from the cost function, leaving the squared prediction error cost:

\[
J^\mu(w) = \sum_{k=1}^{N} \varepsilon_k^2,
\]

(3.170)

where \(\varepsilon_k \triangleq (y_k - \hat{x}_k^-)\). This cost corresponds to the simplest form of the dual EKF, developed in [87], which is equivalent to the recursive prediction error (RPE) method in [47, 52]. In [47, 52, 87], the weight filter is designed using the standard observation equation:

\[
y_k = f(x_{k-1}, w_k) + v_k + \nu_k,
\]

(3.171)

which creates a filter of the same form as for the known-signal case in Formulae 3.5 and 3.6 in Section 3.3, except the clean target \(x_k\) is replaced by \(y_k\), and the noise variance \(\sigma^2_{\epsilon_k}\) is replaced by \((\sigma^2_n + \sigma^2_{\nu})\).
Equivalently, the observed-error form of weight filter is found by defining the instantaneous cost as

\[ J_k = (y_k - \hat{y}_k^*)^2 = \varepsilon_k^2 \]

and letting the observed error be as in Formula 3.16, so that

\[ \varepsilon_k \triangleq \varepsilon_k, \quad \text{and} \quad \mathbf{H}_{o,k} = -\nabla_w \varepsilon_k = \nabla_w (y_{k|k-1}) \]

Formula 3.16: Prediction-error cost function observed-error terms for dual EKF weight filter.

the negative gradient is given by \( \mathbf{H}_{o,k} \sigma^{-2} \varepsilon_k = -2(\nabla_w \varepsilon_k) \varepsilon_k \), and the Hessian is approximated to first-order by \( \mathbf{H}_{o,k} \sigma^{-2} \mathbf{H}_{o,k}^T = 2(\nabla_w \varepsilon_k)(\nabla_w \varepsilon_k)^T \). Note the similarity between these definitions of the observed-error weight filter and those presented for the known-signal case in Section 3.3.

**Prediction Error Variance Estimation**

The noise variances, \( \sigma^2_\epsilon \) and \( \sigma^2_\eta \), can also be estimated by minimizing the prediction error cost of Equation 3.170. The observed error \( \varepsilon_k \) is simply \( \varepsilon_k \), as before, and \( \mathbf{H}_{o,k} \) is given by \( -\frac{\partial \varepsilon_k}{\partial \sigma^2_\eta} = \frac{\partial \varepsilon_k}{\partial \sigma^2_\eta} \).

Hence, prediction error variance estimation is entirely dependent on computing the derivatives of \( \hat{x}_k^- \) recurrently.

**Maximum Likelihood Weight Estimation**

Taking the dependence of \( \sigma^2_\epsilon \) on \( \mathbf{w} \) into account requires the minimization of everything in Equation 3.163. This means minimizing the full maximum-likelihood cost function given in Equation 2.52 on page 36, restated here as:

\[ J^{ml}(\mathbf{w}) = \sum_{k=1}^{N} \left( \log(2\pi \sigma^2_\epsilon k) + \frac{(y_k - \hat{y}_k^-)^2}{\sigma^2_\epsilon k} \right) \]

Here, the instantaneous cost \( J_k \) is the quantity in the summation. Defining \( \ell_{\epsilon,k} \triangleq \log(2\pi \sigma^2_\epsilon k \cdot \sigma^2_\epsilon k) \), the appropriate weight filter is found by letting the observed-error and its negative derivative be as in Formula 3.17, and letting \( \sigma^2_\epsilon = \frac{1}{2} \mathbf{I} \). These terms are used in the dual EKF equations in

\[ \varepsilon_k \triangleq \sqrt{\frac{\ell_{\epsilon,k}}{\sigma^{-2}_\epsilon k \varepsilon_k}}, \quad \text{and} \quad \mathbf{H}_{o,k} = \begin{bmatrix} -\frac{1}{2} (\ell_{\epsilon,k})^{-\frac{1}{2}} \nabla_T (\sigma^2_\epsilon k) \\ -\frac{1}{\sigma^2_\epsilon k} \nabla_T \varepsilon_k + \frac{1}{2(\sigma^2_\epsilon k)} \nabla_T (\sigma^2_\epsilon k) \end{bmatrix} \]

Formula 3.17: Maximum-likelihood cost function observed-error terms for dual EKF weight filter.

Formula 3.10. As shown in Appendix E, \( \alpha_k \) should be chosen such that \( \ell_{\epsilon,k} = \sigma^2_\epsilon k / (3\varepsilon^2_k - 2\sigma^2_\epsilon,k) \) (as described on page 76). The negative gradient and Hessian are then approximated by \( \mathbf{H}_{o,k} \sigma^{-2} \varepsilon_k \) and \( \mathbf{H}_{o,k} \sigma^{-2} \mathbf{H}_{o,k}^T \).
Maximum Likelihood Variance Estimation

The maximum-likelihood cost function also offers a mechanism for estimating the variance terms, \( \sigma_n^2 \) and \( \sigma_v^2 \), when they are not known a priori. The instantaneous cost and observed-error terms are identical to those just given for weight estimation. The derivative of \( -\tilde{c}_k \) is given in Formula 3.18,

\[
\tilde{c}_k \triangleq \left[ \frac{\sqrt{L_k}}{\sigma_n^{-1} e_k} \right], \quad \text{and} \quad \tilde{H}_{v,k} = \left[ -\frac{1}{2} \frac{\partial \sigma_k}{\partial \sigma_n} \frac{\sigma_k^2}{\sigma_n^2} + \frac{\sigma_k^2}{2(\sigma_k^2)^2} \right].
\]

**Formula 3.18:** Maximum-likelihood cost function observed-error terms for dual EKF variance filter.

where \( \sigma^2 \) represents either \( \sigma_n^2 \) or \( \sigma_v^2 \), and where \( \frac{\partial \sigma_k}{\partial \sigma_n} = -\frac{\partial y_{k-1}}{\partial \sigma_n^2} \). The desired variance is estimated according to the equations in Formulae 3.12 and 3.13 on page 78.

Expectation Maximization

Although the EM algorithm is a marginal estimation method (see page 36), its general character is different enough from the maximum-likelihood and prediction-error methods to warrant separate treatment.

The EM algorithm has received a fair amount of attention recently in the context of estimating nonlinear dynamic systems [3, 5, 23]. Typically, the algorithm is used in an iterative framework, wherein the entire signal \( \{x_k\}_N \) is estimated using the current weight estimates during the E-step, and the weights are estimated during the M-step using the entire trajectory of signal estimates \( \{\hat{x}_k\}_N \).

As stated in Equation 2.55 on page 37, the EM cost is:

\[
J^{em} = E_{X|Y\mathbf{W}} \sum_{k=1}^{N} \left( \log(2\pi\sigma_n^2) + \frac{(y_k - x_k)^2}{\sigma_n^2} + \log(2\pi\sigma_v^2) + \frac{(x_k - \hat{x}_k)^2}{\sigma_v^2} \right) \left| \{y_k\}_N, \hat{\mathbf{w}} \right|,
\]

which is minimized with respect to \( \mathbf{w} \) during the M-step. As before, \( x_k^- = f(x_{k-1}, \mathbf{w}) \). An important distinction exists between this value of \( \mathbf{w} \) being estimated, and the previous estimate of the weights, \( \hat{\mathbf{w}} \), used in the conditional expectation. As shown in Appendix F, the expectation evaluates to:

\[
J^{em} = N \log(4\pi^2\sigma_n^2\sigma_v^2) + \sum_{k=1}^{N} \left( \frac{(y_k - \hat{x}_k|N)^2 + p_{k|N}}{\sigma_n^2} + \frac{(x_k|N - \hat{x}_k|N)^2 + p_{k|N} - 2p_{k|N}^t + p_{k|N}}{\sigma_v^2} \right)
\]

(3.172)
where $\hat{x}_{k|N}$ and $p_{k|N}$ are defined as the conditional mean and variance of $x_k$ given $\hat{w}$ and all the data, $\{y_k\}_N$. The terms $\tilde{x}_{k|N}$ and $p_{k|N}$ are the conditional mean and variance of $x_k = f(x_{k-1}, w)$ given all the data. The additional term $p_{k|N}^1$ represents the cross-variance of $x_k$ and $z_k$, conditioned on all the data.

These conditional expectations are computed during the E-step, typically with a Kalman smoother algorithm [43, 68]. A Kalman smoother combines the results of both a forward and a backward pass over the data to produce the smoothed estimates\(^7\). When the system is nonlinear, the classical approach is to use an extended Kalman smoother (e.g., in [23]), or use Gibbs sampling [83].

As discussed in Appendix F, only $\hat{x}_{k|N}$, $p_{k|N}$, and $p_{k|N}^1$ are functions of $w$. Hence, the portion of the cost relevant to weight estimation is:

$$J^{em}(w) = \sum_{k=1}^{N} \left( \frac{(\hat{x}_{k|N} - \hat{x}_{k|N})^2 - 2p_{k|N}^1 + p_{k|N}}{\sigma^2_v} \right).$$  \hspace{1cm} (3.173)

Likewise, the portion of the cost in Equation 2.55 that depends on $\sigma^2_v$ is:

$$J^{em}(\sigma^2_v) = N \log(2\pi\sigma^2_v) + \sum_{k=1}^{N} \left( \frac{(\hat{x}_{k|N} - \hat{x}_{k|N})^2 + p_{k|N} - 2p_{k|N}^1 + p_{k|N}}{\sigma^2_v} \right),$$  \hspace{1cm} (3.174)

while the portion relevant to estimating $\sigma^2_n$ is:

$$J^{em}(\sigma^2_n) = N \log(2\pi\sigma^2_n) + \sum_{k=1}^{N} \left( \frac{(y_k - \hat{x}_{k|N})^2 + p_{k|N}}{\sigma^2_n} \right).$$  \hspace{1cm} (3.175)

Note that in these last two expressions, the numerators inside the sums are dependent on the previous variance estimates, $\hat{x}_{k|N}$ and $\hat{x}_{k|N}$, but not on the value ($\sigma^2_v$ or $\sigma^2_n$) being estimated. In Equation 3.173, $\hat{x}_{k|N}$, $p_{k|N}^1$, and $p_{k|N}$ are recursive functions of $\hat{w}$, but not of $w$. Hence, it happens that no recurrent derivative computations are required for the EM algorithm.

For the M-step, closed-form solutions are possible with linear models (and radial basis functions, as in [23]) using either a least-squares or RLS procedure. Expressions are provided in Appendix F. Typically, nonlinear models will require a generalized M-step, in which the cost function is decreased (but not necessarily minimized) at each iteration. This generalized M-step is often done with a gradient-descent method such as backpropagation, which can either be used in batch or pattern mode.

Regardless of the M-step, however, the Kalman smoothing for the E-step must be done off-line, as it makes noncausal use of the data. The EM algorithm is necessarily an iterative approach (see page 10) to dual estimation.

\(^7\)The cross-covariance $p_{k|N}^1$ is not calculated by the standard Kalman smoother, but can be included in the algorithm at small additional cost [76].
Sequential EM Cost

However, a fully sequential EM algorithm can be found by computing the expectations in the E-step with a Kalman filter rather than a Kalman smoother (e.g., in [93]). This is equivalent to replacing the off-line means and covariances in Equations 3.172-3.175 with their on-line equivalents: $\hat{x}_{k|k}$, $p_{k|k}$, $\tilde{x}_{k|k}$, $P_{k|k}$, and $p_{1|k}^T$. The first two quantities are the usual estimate $\hat{x}_k = C\tilde{x}_k$ and variance $CP_kC^T$ computed by the Kalman signal filter. The remaining terms require special consideration.

The noncausal prediction $\tilde{x}_{k|k}$ is defined as $E[f(x_{k-1}, w)|\{y_t\}_1^t, \tilde{w}]$, which is difficult to compute in general because of its dependence on future data. As in the EKF, this expectation can be approximated by taking the function of the expected value: $f(E[x_{k-1}|\{y_t\}_1^t, \tilde{w}], w)$, or equivalently, $f(\tilde{x}_{k-1|k}, w)$. Unfortunately, $\tilde{x}_{k-1|k}$ is not computed by the standard Kalman signal filter described in Section 3.2. However, a slight modification allows the KF to compute this quantity, in addition to the desired variance terms, $p_{k|k}^+$, and $p_{k|k}$.

Specifically, the state-vector is augmented by one additional lagged value of the signal:

$$x_k^+ = \begin{bmatrix} x_k \\ \tilde{x}_{k-M} \end{bmatrix} = \begin{bmatrix} x_k \\ \tilde{x}_{k-1} \end{bmatrix},$$

so that the estimate $\hat{x}_{k}^+$ produced by a Kalman filter will contain $\tilde{x}_{k-1|k}$ in its last $M$ elements. Furthermore, the covariance $P_k^+$ of $x_k^+$ produced by the KF allows for approximate calculation of the variances $p_{k|k}$ and $p_{1|k}^T$. Following the derivations in Appendix F:

$$p_{k|k}^+ = CA_{k-1|k}(P_{k-1|k})A_{k-1|k}^T C^T \text{ and } p_{1|k}^T = C(P_k^T)A_{k-1|k}C^T,$$

where the covariance $P_{k-1|k}$ is provided as the lower right block of the augmented covariance $P_k^+$, and $P_k^T$ is the upper right block of $P_k^+$. The usual error covariance $P_k$ is provided in the upper left block of $P_k^+$. Furthermore, $A_{k-1|k}$ is found by linearizing $f(\cdot)$ at $\tilde{x}_{k-1|k}$.

The Kalman filter requires only a couple of modifications to estimate $x_k^+$:

1. A final zero element is included in the vectors $B$ and $C$.
2. The matrix $A_k \triangleq \begin{bmatrix} \nabla f/ \\ 0 \end{bmatrix}$ is modified by increasing the dimension of $I$ and adding a final column of zeros.

Note, the function $f(x_k, w_k)$ ignores the additional lagged element $x_{k-M}$. The overall dimension of the state-space representation is increased from $M$ to $1+M$.

EM via the Dual EKF

With a sequential E-step provided by the Kalman signal filter on the augmented state $x_k^+$, a sequential (generalized) M-step is needed for estimating the weights.
The observed-error weight filter can be easily applied for this purpose by defining the instantaneous error as:

\[ J_k^{em}(w) = \frac{(\hat{x}_k - \hat{x}_{k|k}^-)^2 - 2p_{k|k}^T + p_{k|k}^-}{\sigma_v^2} \]  \hspace{1cm} (3.178)

The appropriate observed-error vector and its negative Jacobian matrix are given in Formula 3.19 where \( \hat{x}_{k|k}^- = (\hat{x}_k - \hat{x}_{k|k}^-) \). Letting \( \sigma_v^2 = \frac{1}{2} I \), the negative gradient and Hessian of \( J_k^{em} \) are approximated by \( H_{o,k} \sigma_r^{-1} \varepsilon_k \) and \( H_{o,k} \sigma_r^{-2} H_{o,k}^T \), respectively, as shown in Appendix E. Note that the error variances \( p_{k|k}^- \) and \( p_{k|k}^T \) cancel out of the gradient expression; as shown in the Appendix, to obtain a good Hessian approximation, they are replaced by very large values in the expression for \( H_{o,k} \).

Because \( \hat{x}_k \) is not a function of \( w \) (it depends on \( \hat{w} \)), the gradient \( \nabla_w \hat{x}_{k|k}^- \) is simply the negative of \( \nabla_w \hat{x}_{k|k}^- \), where

\[ \nabla_w \hat{x}_{k|k}^- = \nabla_w f(\hat{x}_{k-1|k}, w) \]  \hspace{1cm} (3.179)

which is evaluated at \( \hat{x}_{k-1|k} \) and \( \hat{w} \). Following Equation 3.177, the \( i^{th} \) element of the gradient vector \( \nabla_w p_{k|k}^- \) is constructed from the expression:

\[ \frac{\partial p_{k|k}^-}{\partial w^{(i)}} = C \left( \frac{\partial A_{k-1|k}}{\partial w^{(i)}} (P_{k-1|k}) A_{k-1|k}^T + A_{k-1|k} (P_{k-1|k}) \frac{\partial A_{k-1|k}}{\partial w^{(i)}} \right) C^T, \]  \hspace{1cm} (3.180)

and each of the elements of the gradient \( \nabla_w p_{k|k}^T \) is

\[ \frac{\partial p_{k|k}^T}{\partial w^{(i)}} = C \left( \frac{\partial A_{k-1|k}}{\partial w^{(i)}} (P_{k|k}^-)^T \right) C^T. \]  \hspace{1cm} (3.181)

**EM Variance Estimation**

The variances \( \sigma_v^2 \) and/or \( \sigma_r^2 \) can also be estimated as part of the sequential M-step. As seen in Equations 3.174-3.175 on page 86, either of the variances can be estimated by minimizing an instantaneous cost of the form:

\[ J_k^{em}(\sigma^2) = \log(2\pi\sigma^2) + \frac{n_{um_k}}{\sigma^2}, \]  \hspace{1cm} (3.182)
where \( \text{num}_k \) is one of the numerator terms in Equations 3.174-3.175, and \( \sigma^2 \) represents either \( \sigma_n^2 \) or \( \sigma_c^2 \). Recall that the numerator term is independent of \( \sigma^2 \). As shown in Appendix E, the best approximation to the first and second derivatives of \( J_k \) with respect to \( \sigma^2 \) is obtained by defining the terms for the variance filter as in Formula 3.20, and letting \( \sigma^2_1 = \frac{1}{2} I \). This is a slight

\[
\hat{\xi}_k = \frac{1}{2} \left[ \sigma^{-1} \left( t \right)^\frac{1}{2} \right] \quad \text{and} \quad \hat{H}_{o,k} = -2 \left[ \frac{1}{2} \sigma^{-1} \left( t \right)^\frac{1}{2} \right] \left[ -2 \hat{H}_{o,k} \right]
\]

Formula 3.20: EM cost function observed-error terms for dual EKF variance filter.

adjustment from the conventional definitions used elsewhere in this thesis, in that \( \hat{H}_{o,k} \) is not exactly the negative derivative of \( \hat{\xi}_k \) in this case. In particular, both quantities have been scaled. See the appendix for details.

3.5.2 Colored Noise Case

When the measurement noise \( n_k \) is colored (i.e., temporally correlated), the dual EKF algorithms must be adjusted somewhat. The cost functions for the colored noise case are shown in Sections 2.3.2 and 2.4. The dual EKF algorithms for colored noise parallel those developed on the preceding pages for white noise, with some modification.

Decoupling with Direct Substitution − Colored Noise

The joint cost function for the case of colored measurement noise is given in Equation 2.29 on page 30 as:

\[
J^j(x_k^N, n^N_w, w) = \sum_{k=1}^{N} \left( \frac{(x_k - x_k^-)^2}{\sigma^2_w} + \frac{(n_k - n_k^-)^2}{\sigma^2_{v_n}} \right),
\]

where \( n_k^- = \sum_{i=1}^{M_k} w_{w(i)}^k \cdot n_{k-1} \) is the predicted value of the colored noise, and \( \sigma^2_{v_n} \) is the variance of the process noise that drives the colored noise model.

As explained in Chapter 2, the cost must be minimized subject to the constraint \( y_k^N = x_k^N + n_k^N \). The joint EKF algorithm for sequentially minimizing this cost was developed in Section 3.4.2 on page 67 by concatenating the signal, noise, and weights into a joint state-vector.

The joint cost can be minimized with respect to the signal and noise while fixing the weights at the current estimate \( \hat{w}_k \), and minimized with respect to the weights while fixing the signal and noise arguments at their current estimates. As in the white noise case, this can be done.
Initialize with:

\[
\hat{w}_0 = E[w], \quad Q_0 = E[(w - \hat{w}_0)(w - \hat{w}_0)^T]
\]

\[
\hat{\xi}_0 = E[\xi_0], \quad P_0 = E[(\xi_0 - \hat{\xi}_0)(\xi_0 - \hat{\xi}_0)^T]
\]

For \( k \in \{1, \ldots, \infty\} \), the time update equations for the weight filter are:

\[
\hat{w}_k^- = \hat{w}_{k-1}
\]

\[
Q_k^- = Q_{k-1} + U_k
\]  

(3.183)

(3.184)

and for the signal filter are:

\[
\hat{\xi}_k^- = F(\hat{\xi}_{k-1}, \hat{w}_k^-)
\]

\[
P_{c,k}^- = A_{c,k-1} P_{c,k-1} A_{c,k-1}^T + B_{c} V_{c} B_{c}^T
\]  

(3.185)

(3.186)

The measurement update equations for the signal filter are:

\[
K_k = P_{c,k}^- C_b ^T (C_b P_{c,k}^- C_b ^T)^{-1}
\]

\[
\hat{\xi}_k = \hat{\xi}_k^- + K_k (y_k - C_b \hat{\xi}_k^-)
\]

\[
P_{c,k} = (I - K_k C_b) P_{c,k}^-
\]  

(3.187)

(3.188)

(3.189)

and for the weight filter are:

\[
K_k^w = Q_k^- H_{o,k}^T (H_{o,k} Q_k^- H_{o,k}^T + \sigma_v^2)^{-1}
\]

\[
\hat{w}_k = \hat{w}_k^- + K_k^w \cdot e_k
\]

\[
Q_k = (I - K_k^w H_{o,k}) Q_k^-
\]  

(3.190)

(3.191)

(3.192)

Formula 3.21: The dual extended Kalman filter equations for colored measurement noise. The definitions of \( e_k \) and \( H_{o,k} \) will depend on the cost function used for weight estimation. See the text for details.

in batch mode with an errors-in-variables algorithm, as shown in Appendix G. However, on-line applications will require a sequential algorithm such as the dual EKF approach.

Signal and Noise Estimation - Colored Noise

As described in Section 2.3.2, the signal and measurement noise are estimated simultaneously by minimizing \( J^2(x_t^k, n_t^k, w) \), evaluated at the current weight estimate \( \hat{w} \). The batch cost is shown in Equation 2.30 on page 31, restated here for sequential estimation as:

\[
J^2_t(x_t^k, n_t^k, \hat{w}) = \sum_{t=1}^{k} \left( \frac{(x_t - \hat{x}_t^r)^2}{\sigma_r^2} + \frac{(n_t - \hat{n}_t)^2}{\sigma_n^2} \right),
\]  

(3.193)
minimized subject to the constraint \( y_t = x_t + n_t \). This constraint can be satisfied by estimating the signal and noise within a combined state-space representation, as explained in Section 3.2, and applying the Kalman filter equations given in Formula 3.3 on page 53 and Formula 3.4 on page 54, except with \( \hat{w}_k \) used instead of \( w \). This forms the signal estimation portion of the dual EKF equations given in Formula 3.21 on the previous page.

**Weight Estimation — Colored Noise**

Minimizing the joint cost with respect to \( w \) produces estimates of the weights. The cost is evaluated using the estimates of the signal and noise (see Equation 2.31 on page 31):

\[
J(\hat{x}_t^k, \hat{n}_t^k, w) = \sum_{t=1}^{k} \left( \frac{(\hat{x}_t - \hat{x}_t^-)^2}{\sigma_v^2} + \frac{(\hat{n}_t - \hat{n}_t^-)^2}{\sigma_w^2} \right),
\]

(3.194)

where \( \hat{x}_t^- = f(\hat{x}_{t-1}, w) \) and \( \hat{n}_t^- = \sum_{i=1}^{M_k} w_{ti}^k \cdot \hat{n}_{t-i} \). As in the white noise case, the signal estimates \( \{\hat{x}_t\}_k^k \) are not necessarily a function of the weights \( w \); the same is true for the noise estimates \( \{\hat{n}_t\}_k^k \). In this case, the first term alone will be minimized to generate \( \hat{w} \), as described on page 79.

However, both \( \{\hat{x}_k\}_1^N \) and \( \{\hat{n}_k\}_1^N \) will typically be generated by a Kalman filter as described above; the KF signal estimates will clearly be a function of \( w \). In addition, however, because of the constraint \( y_k^k = x_k^k + n_k^k \), the noise estimates will also be a function of \( w \), as any change in \( \hat{x}_k \) will result in an equal but opposite change in \( \hat{n}_k \). Furthermore, if a KF (or EKF) is used to generate the signal and noise estimates, then \( \hat{x}_k, \hat{x}_k^-, \hat{n}_k, \) and \( \hat{n}_k^- \) will all be recursive functions of the weights.

To estimate the weights with an observed-error weight filter, the instantaneous cost is defined as

\[
J_k = \frac{(\hat{x}_k - \hat{x}_k^-)^2}{\sigma_v^2} + \frac{(\hat{n}_k - \hat{n}_k^-)^2}{\sigma_w^2}
\]

or

\[
J_k = \frac{\hat{x}_k^2}{\sigma_v^2} + \frac{\hat{n}_k^2}{\sigma_w^2},
\]

(3.195)

where \( \hat{x}_k \equiv (\hat{x}_k - \hat{x}_k^-) \) and \( \hat{n}_k \equiv (\hat{n}_k - \hat{n}_k^-) \). The gradient and Hessian of \( J_k \) are approximated as described on page 62 by defining a vector form of the observed-error as in Formula 3.22, so that

\[
\varepsilon_k \equiv \begin{bmatrix} \sigma_v^{-1} \hat{x}_k^- \\ \sigma_w^{-1} \hat{n}_k^- \end{bmatrix}, \quad \text{with negative Jacobian } \mathbf{H}_{o,k} = \begin{bmatrix} \sigma_v^{-1} \nabla^T_{\hat{x}_k^-} & \sigma_w^{-1} \nabla^T_{\hat{n}_k^-} \end{bmatrix}
\]


\( \varepsilon_k^T \varepsilon_k = J_k \), as required. Letting \( \sigma^2 = \frac{1}{2} \mathbf{1} \), the negative gradient is produced by \( \mathbf{H}_{o,k}^T \sigma^{-2} \varepsilon_k = -\nabla_w J_k \), as shown in Appendix E, and a first-order approximation to the instantaneous Hessian \( \nabla^2_w J_k \) is
given by: \( \mathbf{H}_{\varphi,k}^T \sigma_r^{-2} \mathbf{H}_{\varphi,k} \). Hence, the weight estimate portion of the dual EKF shown in Formula 3.21 represents a modified-Newton update for minimizing the joint cost function.

The derivatives contained in \( \mathbf{H}_{\varphi,k} \) above evaluate as:

\[
\nabla_w \hat{x}_k = (\nabla_w \hat{x}_k - \nabla_w \hat{x}_k^-), \quad \text{and} \quad \nabla_w \hat{n}_k = (\nabla_w \hat{n}_k - \nabla_w \hat{n}_k^-),
\]

(3.196)

and are computed using the 1\textsuperscript{st} and \( (1+M)^\text{th} \) rows of \( \nabla_w \hat{\xi}_k \) and \( \nabla_w \hat{\xi}_k^- \). The derivatives of \( \hat{\xi}_k \) and \( \hat{\xi}_k^- \) must be computed recursively, following the framework given in Section 3.6.1 on page 102 for the derivatives of \( \hat{x}_k \).

**Variance Estimation – Colored Noise**

When the variance terms \( \sigma_w^2 \) and \( \sigma_v^2 \) are not known, they can be estimated by minimizing the cost function given in Equation 2.32.

\[
J_k^f(\sigma^2) = \sum_{i=1}^{k} \left( \frac{(\hat{x}_i - \hat{x}_i^-)^2}{\sigma_w^2} + \frac{(\hat{n}_i - \hat{n}_i^-)^2}{\sigma_v^2} \right).
\]

Kalman filter estimates of the signal and noise will produce errors \( \hat{x}_k \) and \( \hat{n}_k \) which are functions of \( \sigma_w^2 \) and \( \sigma_v^2 \) respectively. Also, if \( \hat{x}_k \) and \( \hat{n}_k \) are constrained to sum to \( y_k \), then \( \hat{x}_k \) will be a function of \( \sigma_v^2 \) by way of its dependence on \( \hat{n}_k \). A modified-Newton algorithm is found for each variance by putting it in an observed-error state-space representation as on page 74. The observed-error is defined as in Formula 3.23 to give the desired estimation algorithm. Similar to the discussion on page 76 for the white noise case, the approximation to the second derivative is improved by using the redefinitions:

\[
\tilde{\xi}_k \triangleq \begin{bmatrix} (\ell_v)^{1/2} \\ \frac{\sigma_v^{-1} \hat{\xi}_k}{(\ell_v)^{1/2}} \end{bmatrix}, \quad \text{and} \quad \tilde{\mathbf{H}}_{\varphi,k} = \begin{bmatrix} \frac{1}{2} (\ell_v)^{-1/2} \frac{\partial^2 \ell^2}{\partial \sigma_w^2} \\ \frac{1}{2} (\ell_v)^{-1/2} \frac{\partial^2 \ell^2}{\partial \sigma_v^2} \\ \frac{1}{2} (\ell_v)^{-1/2} \frac{\partial^2 \ell^2}{\partial \sigma_v^2} \\ \frac{1}{2} \frac{\partial^2 \ell^2}{\partial \sigma_w^2} + \frac{\partial \hat{\xi}_k}{\partial \sigma_w} \frac{\partial \hat{\xi}_k}{\partial \sigma_w} \\ \frac{1}{2} \frac{\partial^2 \ell^2}{\partial \sigma_v^2} + \frac{\partial \hat{n}_k}{\partial \sigma_v} \frac{\partial \hat{n}_k}{\partial \sigma_v} \end{bmatrix}
\]

(3.197)

\[
\text{Formula 3.23: Colored noise joint cost function. Observed-error terms for dual EKF variance filter.}
\]

For all time \( k \). With these adjustments in place, the variance filter equations are the same as for the white noise case, shown in Formula 3.13 on page 78.
The derivatives $\frac{\partial \sigma^2}{\partial \sigma^2}$ and $\frac{\partial \sigma^2}{\partial \sigma^2}$ evaluate to either 0 or 1, depending on whether $\sigma^2 = \sigma_v^2$ or $\sigma^2 = \sigma_v^2$. The other derivatives:

$$
\frac{\partial \hat{\sigma}_k}{\partial \sigma^2} = \left( \frac{\partial \hat{\sigma}_k}{\partial \sigma^2} - \frac{\partial \hat{\sigma}_k}{\partial \sigma^2} \right), \quad \text{and} \quad \frac{\partial \hat{n}_k}{\partial \sigma^2} = \left( \frac{\partial \hat{n}_k}{\partial \sigma^2} - \frac{\partial \hat{n}_k}{\partial \sigma^2} \right) \tag{3.198}
$$

are found by using the $1^{st}$ and $(1+M)^{th}$ elements of $\frac{\partial \hat{\sigma}_k}{\partial \sigma^2}$ and $\frac{\partial \hat{\sigma}_k}{\partial \sigma^2}$, which are themselves computed recursively.

**Error Coupling – Colored Noise**

As described on page 78 for the white noise case, information about the errors in the current estimates can be used to modify the colored noise cost functions minimized by the dual EKF.

**Signal and Colored Noise Estimation**

When estimating the signal and noise, the error in the weights is accounted for by modeling the resultant error $\hat{f}_k$ in the dynamics as a white Gaussian noise process. The cost function is given in Equation 2.34 on page 32 as:

$$
J^c_f(x^N, n^N) = \sum_{k=1}^N \left( \frac{(x_k - \hat{x}_k)^2}{\sigma_f^2 + \sigma_v^2} + \frac{(n_k - n_k)^2}{\sigma_v^2} + \log(2\pi(\sigma^2_{\hat{f}_k} + \sigma^2_v)) \right),
$$

minimized subject to $y_k = x_k + n_k$. As shown in Equation 3.155 on page 79, $\sigma^2_{\hat{f}_k} \approx H_k Q_k H_k^T$. In sequential estimation, this cost will be minimized with respect to only the current signal and noise values: $x_k$ and $n_k$. The log term is therefore dropped, because $\sigma^2_{\hat{f}_k}$ and $\sigma^2_v$ are both functionally independent of $x_k$. The remaining two terms of $J^c_f(x^N, n^N)$ constitute the cost minimized by the signal filter portion of the dual EKF given in Formula 3.21 on page 90, except that $\sigma^2_v$ is replaced by $(\sigma^2_f + \sigma^2_v)$ in the definition of $V_v$.

**Weight Estimation – Colored Noise**

For weight estimation, the errors in the signal and noise estimates are accounted for by using the cost given in Equation 2.41 on page 33:

$$
J^c_v(w) = \sum_{k=1}^N \left( \log(2\pi g_k) + \frac{(\hat{\sigma}_k - \hat{\sigma}_k)^2}{g_v} + \log(2\pi g_{n,k}) + \frac{(\hat{n}_k - \hat{n}_k)^2}{g_{n,k}} \right),
$$
where $g_k$ and $g_{n,k}$ are the variances of $\hat{x}_k$ and $\hat{n}_k$. If the signal and noise estimates are from the colored noise Kalman filter described above, $g_k$ and $g_{n,k}$ are calculated as:

\[
y_k = E[(\hat{x}_k - \tilde{x}_k)^2]
\]

\[
= E \left[ (C \hat{\xi}_k - \hat{\xi}_k)(\hat{\xi}_k - \tilde{\xi}_k)^T [C \hat{\xi}_k] \right] \quad (3.199a)
\]

\[
= E \left[ (C \hat{\xi}_k)(y_k - C, \hat{\xi}_k) \right]^2 K_k^T [C \hat{\xi}_k] \quad (3.199b)
\]

\[
= E \left[ K_k^{(1)} (C, \hat{\xi}_k - C, \tilde{\xi}_k)^2 K_k^{(1)} \right] \quad (3.199c)
\]

\[
= K_k^{(1)} (C, P_k C_k^T) K_k^{(1)}, \quad (3.199)
\]

and similarly

\[
y_{n,k} = E[(\hat{n}_k - \tilde{n}_k)^2]
\]

\[
= E \left[ (C_0 \hat{\xi}_k - \hat{\xi}_k) \hat{\xi}_k \right]^T [C_0 \hat{\xi}_k] \quad (3.200a)
\]

\[
= E \left[ (C_0 \hat{\xi}_k)(y_k - C_0 \tilde{n}_k)^2 K_k [C_0 \hat{\xi}_k] \right] \quad (3.200b)
\]

\[
= E \left[ K_k^{(1)} (C, \hat{\xi}_k - C_0 \tilde{n}_k)^2 K_k^{(1)} \right] \quad (3.200c)
\]

\[
= K_k^{(1)} (C_0 P_k C_k^T) K_k^{(1)}, \quad (3.200)
\]

where $[C \hat{\xi}_k]$ and $[C_0 \hat{\xi}_k]$ are $(M + M_a)$-dimensional row vectors containing all zeros except for the 1st and $(1+M)^{th}$ elements, respectively. Hence $[C \hat{\xi}_k] K_k = K_k^{(1)}$ and $[C_0 \hat{\xi}_k] K_k = K_k^{(1+M)}$.

The gradients with respect to the weights are easily calculated from these expressions as:

\[
\nabla_w g_k = 2 K_k^{(1)} \nabla_w K_k^{(1)} (C_k P_k C_k^T) + (K_k^{(1)})^2 \nabla_w (C_k P_k C_k^T), \quad \text{and} \quad (3.201)
\]

\[
\nabla_w g_{n,k} = 2 K_k^{(1+M)} \nabla_w K_k^{(1+M)} (C_k P_k C_k^T) + (K_k^{(1+M)})^2 \nabla_w (C_k P_k C_k^T). \quad (3.202)
\]

The instantaneous cost $J_k$ is the term inside the summation in Equation 2.41. The gradient and Hessian of $J_k$ are approximated by defining the observed-error term as in Formula 3.24. Using the values $t_{g,k} = g_k/(3\tilde{x}_k^2 - 2g_k)$ and $t_{n,k} = g_{n,k}/(3\tilde{n}_k - 2g_{n,k})$, the negative gradient of $J_k$ is

\[
\epsilon_k = \begin{bmatrix}
(\ell_{g,k})^{\frac{1}{2}} \\
(g_{n,k})^{\frac{1}{2}} \\
(\ell_{n,k})^{\frac{1}{2}} \\
(\ell_{g,n,k})^{\frac{1}{2}} \\
(\ell_{n,n,k})^{\frac{1}{2}} \\
(\ell_{g,n,n,k})^{\frac{1}{2}}
\end{bmatrix}, \quad \text{and} \quad H_{w,k} = \begin{bmatrix}
-\frac{1}{2} (\ell_{g,k})^{-\frac{1}{2}} \nabla_w^T (g_k) \\
-\frac{1}{2} (\ell_{g,n,k})^{-\frac{1}{2}} \nabla_w^T (g_{n,k}) \\
-\frac{1}{2} (\ell_{g,n,n,k})^{-\frac{1}{2}} \nabla_w^T (g_{n,n,k}) \\
-\frac{1}{2} (\ell_{g,n,n,k})^{-\frac{1}{2}} \nabla_w^T (g_{n,n,n,k}) \\
-\frac{1}{2} (\ell_{g,n,n,n,k})^{-\frac{1}{2}} \nabla_w^T (g_{n,n,n,n,k}) \\
-\frac{1}{2} (\ell_{g,n,n,n,n,k})^{-\frac{1}{2}} \nabla_w^T (g_{n,n,n,n,n,k})
\end{bmatrix}
\]

given by $H_o \sigma_r^{-2} \epsilon_k = -\nabla_\epsilon J_k$, and the Hessian of $J_k$ is approximated by $H_o^T \sigma_r^{-2} H_o$, as shown in Appendix E.

**Variance Estimation – Colored Noise**

Estimation of the variance terms $\sigma_r^2$ and $\sigma^2$ can be done in a way that takes the errors in the signal, noise, and weight estimates into account. The cost function is given in Equation 2.45 as:

$$J_c^e(\sigma^2) = \sum_{k=1}^{N} \left( \log(2\pi g_k) + \frac{(\bar{x}_k - \hat{x}_k)^2}{g_k} + \log(2\pi g_{n,k}) + \frac{(\hat{n}_k - \hat{n}_k)^2}{g_{n,k}} \right),$$

which is identical to the cost given for weight estimation except that predictions here are given by $\hat{x}_k = f(\bar{x}_{k-1}, \ldots, \bar{x}_{k-M}, \hat{w})$. The error-variance terms are $g_k = K_k^{(1)}(C_c P_k^{-1} C_c^T)K_k^{(1)}$ and $g_{n,k} = K_k^{(HM)}(C_c P_k^{-1} C_c^T)K_k^{(HM)}$, as shown in Equation 3.199 and 3.200 on the preceding page. The redefinition of $\hat{x}_k$ is reflected in $P_k^-$ since this is produced by the error-coupled signal filter, which makes use of the statistics of $\hat{w}$.

The instantaneous cost $J_k$ is the quantity inside the above summation. The variance terms are estimated by defining the observed-error measurement $\bar{r}_k$ the same as $r_k$ in Formula 3.24 on the previous page; the negative of the corresponding derivative is given in Formula 3.25, where the

$$\bar{r}_k = \left[ \begin{array}{c} \left(\ell_k\right)^{\frac{1}{2}} \bar{x}_k \\ \left(\ell_{\epsilon_k}\right)^{\frac{1}{2}} \hat{n}_k \\ \left(\ell_{n,k}\right)^{\frac{1}{2}} \hat{n}_k \end{array} \right], \quad \text{and} \quad \hat{H}_{o,k} = \left[ \begin{array}{c} \frac{1}{2} \left(\ell_k\right)^{-\frac{1}{2}} \frac{\partial g_k}{\partial g_k} \\ -\frac{1}{g_k} \frac{\partial g_k}{\partial g_k} + \frac{2}{g_{\epsilon_k}} \frac{\partial g_{\epsilon_k}}{\partial g_k} \\ \frac{1}{g_{n,k}} \frac{\partial g_{n,k}}{\partial g_k} + \frac{2}{g_{n,k}} \frac{\partial g_{n,k}}{\partial g_{n,k}} \end{array} \right].$$

**Formula 3.25:** Colored noise error-coupled cost function. Observed-error terms for dual EKF variance filter.

The derivatives $\frac{\partial g_k}{\partial \sigma^2}$ and $\frac{\partial g_{n,k}}{\partial \sigma^2}$ are:

$$\frac{\partial g_k}{\partial \sigma^2} = 2K_k^{(1)} \frac{\partial K_k^{(1)}}{\partial \sigma^2} (C_c P_k^{-1} C_c^T) + (K_k^{(1)})^2 \frac{\partial (C_c P_k^{-1} C_c^T)}{\partial \sigma^2}, \quad \text{and} \quad (3.203)$$

$$\frac{\partial g_{n,k}}{\partial \sigma^2} = 2K_k^{(HM)} \frac{\partial K_k^{(HM)}}{\partial \sigma^2} (C_c P_k^{-1} C_c^T) + (K_k^{(HM)})^2 \frac{\partial (C_c P_k^{-1} C_c^T)}{\partial \sigma^2}. \quad \text{and} \quad (3.204)$$

With these quantities in hand, the variances can be estimated as described before, with the algorithm in Formula 3.13 on page 78.
Marginal Estimation – Colored Noise

As described in Section 2.4 on page 34, a marginal estimation approach for colored measurement noise is found by expanding the joint density function $p_{x_i^n|u_i^n|x_i^n|w_i^n}$ into two factors: $p_{x_i^n|u_i^n|w_i^n}$ and $p_{w_i^n|x_i^n}$. Marginal estimation methods maximize the first factor with respect to the signal, and the second factor with respect to the weights.

Signal and Noise Estimation

The signal and noise estimates that maximize $p_{x_i^n|u_i^n|x_i^n|w_i^n}$ are found by substituting the current weight estimates $\tilde{w}_k$ for $w$ in the colored-noise Kalman filter of Formula 3.3 on page 53, and Formula 3.4. This produces sequential estimates $\tilde{x}_i^n$ and $\tilde{n}_i^n$.

Weight Estimation

Meanwhile, $p_{w_i^n|x_i^n}$ is maximized with respect to the weights by maximizing the log:

$$\log p_{y|x|w} = -\frac{1}{2} \sum_{k=1}^{N} \left( \log(2\pi \sigma_{\varepsilon_k}^2) + \frac{\left(y_k - \tilde{y}_{k|k-1}\right)^2}{\sigma_{\varepsilon_k}^2} \right), \tag{3.205}$$

where $\varepsilon_k \Delta (y_k - \tilde{y}_{k|k-1})$. This expression is identical to that given for the white noise case except that, for colored measurement noise, the mean is calculated as:

$$\tilde{y}_{k|k-1} = E[y_k|\{y_t\}_{1}^{k-1}, w]$$

$$= E[x_k + n_k|\{y_t\}_{1}^{k-1}, w] = \tilde{x}_k^{-} + \tilde{n}_k^{-} \tag{3.206a}$$

and the variance is given by:

$$\sigma_{\varepsilon_k}^2 = E[(y_k - \tilde{y}_{k|k-1})^2|\{y_t\}_{1}^{k-1}, w]$$

$$= E[(x_k - \tilde{x}_k^{-})^2 + n_k - \tilde{n}_k^{-})^2|\{y_t\}_{1}^{k-1}|, w]$$

$$= C_c \cdot \tilde{\xi}_k^{-} \quad \sigma_{\varepsilon_k}^2 \tag{3.206b}$$

Both terms are computed by the colored-noise Kalman signal filter, and thus are recursive functions of the weights $w$. Their gradients are

$$\nabla_w(\tilde{y}_{k|k-1}) = C_c \cdot \nabla_v \tilde{\xi}_k^{-} \tag{3.207a}$$

$$\nabla_w(\sigma_{\varepsilon_k}^2) = \nabla_w(C_c P_{c,k}^{-} C_c^T) \tag{3.207b}$$

and must be computed recursively, as shown in Section 3.6.1.
Variance Estimation

Unknown noise variances can also be estimated by minimizing the negative log in Equation 3.205 on the previous page. From Equations 3.206 and 3.207, the required derivatives are:

\[
\frac{\partial \hat{\xi}_k}{\partial \sigma^2} = -\left( \frac{\partial \hat{x}_k}{\partial \sigma^2} + \frac{\partial \hat{n}_k}{\partial \sigma^2} \right) = -C_c \frac{\partial \hat{x}_k}{\partial \sigma^2} \tag{3.210}
\]

\[
\frac{\partial \sigma^2}{\partial \sigma^2} = \frac{\partial \mathbf{P}_{\tilde{c},c,k}^{(1,1)}}{\partial \sigma^2} + 2 \frac{\partial \mathbf{P}_{c,k}^{(-1,H,M)}}{\partial \sigma^2} + \frac{\partial \mathbf{P}_{c,k}^{(-1,H,M)}}{\partial \sigma^2} = C_c \frac{\partial \mathbf{P}_{c,k}^{(1,1)}}{\partial \sigma^2} \mathbf{C}_c^T. \tag{3.211}
\]

Section 3.6.1 shows the recursive computation of \( \frac{\partial \hat{x}_k}{\partial \sigma^2} \) and \( \frac{\partial \mathbf{P}_{c,k}^{(1,1)}}{\partial \sigma^2} \).

Prediction Error Weight Estimation - Colored Noise

If \( \sigma^2_k \) is assumed to be independent of \( \mathbf{w} \), then the log term can be dropped from the cost function, leaving the squared prediction error cost:

\[
J_w^p(\mathbf{w}) = \sum_{k=1}^{N} \epsilon_k^2, \tag{3.212}
\]

where \( \epsilon_k \triangleq (y_k - (\hat{x}_k^- + \hat{n}_k^-)) \). This cost corresponds to the recursive prediction-error form of the colored-noise dual EKF developed in [88].

The observed-error form of weight filter is found by defining the instantaneous cost as \( J_k = (y_k - \hat{x}_k^-)^2 = \epsilon_k^2 \), and letting the observed error terms be defined as in Formula 3.26, so that

\[
\epsilon_k \triangleq \epsilon_k \quad \text{and} \quad H_{o,k} = -\nabla_w \epsilon_k = \nabla_w y_{k|k-1} = (\nabla_w \hat{x}_k^- + \nabla_w \hat{n}_k^-)
\]

Formula 3.26: Colored noise prediction-error cost function. Observed-error terms for dual EKF weight filter.

the negative gradient of \( J_k \) is given by \( H_{o,k} \sigma^2 \epsilon_k = -2(\nabla_w \epsilon_k) \epsilon_k \), and the Hessian is approximated to first-order by \( H_{o,k} \sigma^2 \mathbf{H}_{o,k}^T = 2(\nabla_w \epsilon_k)(\nabla_w \epsilon_k)^T \).

Alternatively, the prediction error cost can be defined using \( \epsilon_k \triangleq (y_k - (\hat{x}_k^- + \hat{n}_k^-)) \), which replaces the noise prediction with its estimate. Although this is a further departure from the original probabilistic approach, it has a simple heuristic justification. Namely, using \( y_k - \hat{n}_k \) as the prediction target is the next best thing to predicting \( x_k = y_k - n_k \), and will produce lower variance weight estimates than using \( y_k \) as the target. Furthermore, the weights should be adjusted to make \( \hat{x}_k^- \) a better prediction, without regard to \( \hat{n}_k^- \) or \( \hat{n}_k \).

This last comment suggests that only the signal prediction \( \hat{x}_k^- \) should be considered in the derivatives. This “alternative” approach, shown in Formula 3.27, shows superior performance to
that provided by using $\varepsilon_k \triangleq (y_k - (\hat{x}_k^- + \hat{n}_k^-))$, and is therefore used in the next chapter to represent the colored-noise prediction error method.

\[ \varepsilon_k \triangleq (y_k - \hat{n}_k) - \hat{x}_k^- \quad \text{and} \quad \mathbf{H}_{o,k} = -\nabla_{\hat{x}_k} \hat{x}_k^- \]

*Formula 3.27: Alternative colored noise prediction-error cost function. Observed-error terms for dual EKF weight filter.*

**Prediction Error Variance Estimation - Colored Noise**

Either of the noise variances, $\sigma_n^2$ and $\sigma_\nu^2$, can be estimated using the above “alternative” prediction error cost by defining $\tilde{\varepsilon}_k \triangleq ([y_k - \hat{n}_k] - \hat{x}_k^-)$ as before, and $\mathbf{H}_{o,k} = -\frac{\partial \hat{x}_k^-}{\partial y_k}$. This differs from the white noise case only in the inclusion of $\hat{n}_k$ in $\tilde{\varepsilon}_k$.

**Maximum Likelihood Weight Estimation - Colored Noise**

Taking the dependence of $\sigma_n^2$ on $w$ into account requires the minimization of the full maximum-likelihood cost function given in Equation 2.52 on page 36, restated here as:

\[ J_{c}^{ul}(w) = \sum_{k=1}^{N} \left( \log(2\pi \sigma_{\varepsilon_k}^2) + \frac{(y_k - \hat{x}_k^- - \hat{n}_k^-)^2}{\sigma_{\varepsilon_k}^2} \right). \]

The appropriate weight filter is found by defining the observed-error and its negative derivative just as they appear in Formula 3.17 on page 84. The only difference is in the definition $\varepsilon_k \triangleq (y_k - (\hat{x}_k^- + \hat{n}_k^-))$, and its variance $\sigma_{\varepsilon_k}^2$.

**Maximum Likelihood Variance Estimation - Colored Noise**

Similarly, the variance terms $\sigma_\nu^2$ and $\sigma_n^2$ can be estimated by minimizing the same cost. Here, $\tilde{\varepsilon}_k$ and $\mathbf{H}_{o,k}$ are defined the same as in Formula 3.18 on page 85. The desired variance is estimated according to the equations in Formula 3.13 on page 78.
Expectation Maximization – Colored Noise

Just as in the white noise case, an alternative way of maximizing the marginal likelihood is supplied by the EM algorithm. As given in Equation 2.58 on page 37, the colored-noise EM cost is:

$$J^c_m = E_{x_N^n} n^n_t | y^n_i w \left[ \sum_{k=1}^{N} \left( \log(2\pi \sigma^2_v) + \frac{(x_k - \bar{x}_k^N)^2}{\sigma^2_v} \right) + \frac{(n_k - \tilde{n}_k^N)^2}{\sigma^2_v} \right] \{y_k\}^N_i \tilde{w},$$

As shown in Appendix F, the expectation evaluates to:

$$J^c_m = N \log(4\pi^2 \sigma^2_v \sigma^2_{v_n}) + \sum_{k=1}^{N} \left( \frac{(\tilde{x}_k^N - \bar{x}_k^N)^2 + p_k | N - 2p_{k|N}^t + p_k | N}{\sigma^2_v} \right) \left( \frac{(\tilde{n}_k^N - \bar{n}_k^N)^2 + p_{n,k|N} - 2p_{n,k|N}^t + p_{n,k|N}}{\sigma^2_{v_n}} \right)$$

(3.213)

where $\bar{n}_k | N$, $p_{n,k|N}$ are defined as the conditional mean and variance of $n_k$ given $w$ and the data $\{y_k\}_i^N$. The terms $\bar{n}_k | N$ and $p_{n,k|N}$ are the conditional mean and variance, respectively, of $n_k = w_n^T \cdot n_{k-1}$. The additional term $p_{n,k|N}^t$ represents the cross-variance of $n_k$ and $\bar{n}_k$, conditioned on all the data. The corresponding terms for the signal $x_k$ are defined on page 86, following Equation 3.173.

An iterative-batch EM algorithm for the case of colored measurement noise is suggested (without equations) by Gannot et al. in [21]. A sequential EM algorithm is produced by computing the expectations in the E-step with a colored-noise Kalman filter. This is equivalent to replacing the off-line means and covariances in Equation 3.213 with their on-line equivalents. As in the white-noise case, these on-line statistics are found by augmenting the combined state-vector with one additional lagged value for both the signal and noise. Specifically:

$$\xi^+_k = \begin{bmatrix} x_k \\ x_{k-M} \\ n_k \\ n_{k-M} \end{bmatrix} = \begin{bmatrix} x_k \\ x_{k-1} \\ n_k \\ n_{k-1} \end{bmatrix},$$

(3.214)

so that the estimate $\hat{\xi}^+_k$ produced by a Kalman filter will contain $\hat{x}_{k-1|k}$ in elements 2 through $1+M$, and $\hat{n}_{k-1|k}$ in its last $M_n$ elements.

Furthermore, the covariance $P^+_{c,k}$ of $\xi^+_k$ produced by the KF allows for approximate calculation of the variances $p_k$, $p_{k|k}$, $p_{k|k}^t$, $P_{n,k}$, $p_{n,k|k}$ and $p_{n,k|k}^t$. Denote the first $(1+M) \times (1+M)$ block diagonal of $P^+_{c,k}$ as $P^+_{z,k}$. Then let $P_{z,k-1|k}$ be the lower right block of $P^+_{z,k}$, and $P^t_{z,k}$ be the
Defining $P_{x,k}^{-1} = A_{k-1|k}(P_{x,k-1|k})A_{k-1|k}^T$ and $P_{x,k}^k = P_{x,k} A_{k-1|k}$ gives:

$$p_{k|k} = (P_{x,k}^+)\begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, \quad p_{k|k}^- = (P_{x,k}^-)\begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, \quad \text{and} \quad p_{k|k}^k = (P_{x,k}^k)\begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}, \quad (3.215)$$

as shown in Appendix F. Similar calculations can be made for the noise statistics using the last $(M_n+1) \times (M_n+1)$ block diagonal of $P_{x,k}^+$, denoted $P_{n,k}$. Specifically:

$$P_{n,k} = (P_{n,k}^+)^{(1,1)}, \quad P_{n,k}^- = (P_{n,k}^-)^{(1,1)}, \quad \text{and} \quad P_{n,k}^k = (P_{n,k}^k)^{(1,1)}, \quad (3.216)$$

where letting $P_{n,k-1|k}$ be the lower right block of $P_{n,k}^+$, and $P_{n,k}^+$ be the upper right block of $P_{n,k}$ produces the required quantities: $P_{n,k}^- = A_n(P_{n,k-1|k})A_n^T$ and $P_{n,k}^k = P_{n,k} A_n^T$.

\section*{EM via the Dual EKF - Colored Noise}

As discussed in Appendix F, the only terms in the cost of Equation 3.213 that depend on the weights $w$ are the predictions, $\dot{x}_k$, and their associated variances, $p_{k|k}^-$ and $p_{k|k}^k$. The other terms are functions either of the previous estimates, $\mathbf{w}_{k-1}$, or the noise coefficients $w_n$. Therefore, the observed-error weight filter can be used to produce a generalized M-step by dropping the irrelevant terms, and defining the instantaneous error as:

$$J_{c,k}^{\text{rm}}(w) = \frac{(\dot{x}_k - \dot{x}_k^-)^2 - 2p_{k|k}^- + p_{k|k}^k}{\sigma^2_v} \quad (3.217)$$

The terms of $J_{c,k}^{\text{rm}}$ are computed sequentially with a colored-noise Kalman signal filter as just described. The sequential M-step is computed by a Kalman weight filter. The appropriate observed-error vector and its negative Jacobian matrix are given in Formula 3.28. Letting $\sigma_v^2 = \frac{1}{2}I$, the negative gradient and Hessian of $J_{c,k}^{\text{rm}}$ are approximated by $H_{o,k}\sigma_v^{-2}\epsilon_k$ and $H_{o,k}\sigma_v^{-2}H_{o,k}^T$, as shown in Appendix E.

The gradient $\nabla_w^T \dot{x}_{k|k}$ is simply $-\nabla_w^T \dot{x}_{k|k}^-$, where

$$\nabla_w \dot{x}_{k|k}^- = \nabla_w f(\dot{x}_{k-1|k}, w), \quad (3.218)$$
and the gradient $\nabla_w P_{k|k}$ is constructed element-wise from the expression:

$$C \left( \frac{\partial A_{k-1|k}}{\partial w(i)} (P_{x,k-1|k}) A_{k-1|k}^T + A_{k-1|k} (P_{x,k-1|k}) \frac{\partial A_{x,k-1}^T}{\partial w(i)} \right) C^T.$$  (3.219)

Finally, the gradient $\nabla_w P_{k|k}^T$ is constructed from terms:

$$C \left( P_{x,k}^T \frac{\partial A_{k-1|k}^T}{\partial w(i)} \right) C^T.$$  (3.220)

**EM Variance Estimation – Colored Noise**

The colored noise EM cost can also be minimized with respect to $\sigma_w^2$ and/or $\sigma_n^2$ to produce estimates of the noise variances. Just as in the white noise case, the instantaneous cost for either variance takes the form:

$$J^E_{\sigma} = \log(2\pi\sigma^2) + \frac{\text{num}_k}{\sigma^2},$$  (3.221)

where $\text{num}_k$ is one of the relevant numerator term in Equation 3.213, and $\sigma^2$ represents either $\sigma_w^2$ or $\sigma_n^2$. As before, each numerator term is independent of $\sigma^2$; the variance filter can be found using the same definitions of $\xi_k$ and $\tilde{H}_{o,k}$ as in Formula 3.20 on page 89, but with new definitions given to $\text{num}_k$.

### 3.5.3 Dual EKF Summary

This has been by far the longest section of the chapter, but rightfully so. The dual EKF incorporates algorithms for signal estimation, weight estimation, and estimation of the unknown noise variances. Signal estimates are obtained using a standard Kalman filter or EKF, or by using an “error-coupled” variation. It was shown how weight estimation and variance estimation can be performed using any of the cost functions derived in Chapter 2 by changing only the definition of a few terms in the algorithm, namely: $\xi_k$, $H_{o,k}$, $\tilde{\xi}_k$, and $\tilde{H}_{o,k}$.

### 3.6 Other Issues

In the preceding sections, the joint EKF and dual EKF algorithms were derived for minimizing the cost functions in Chapter 2. However, a few practical considerations warrant further discussion:

1. Most of the dual EKF cost functions require computing the derivatives of a recursive Kalman filter. These computations, sometimes called *sensitivity filtering*, are described in this section.

2. The initial values for the signal and weight state estimates and for the variance estimates are discussed.
3. Application of the dual EKF (or joint EKF) in off-line settings is considered.

4. A criterion for stopping iterative training (in the off-line setting) is described.

5. It is beneficial in some contexts to selectively emphasize and de-emphasize the data used during estimation. Both the "forgetting factor" described earlier, and data-windowing for nonstationary signals are discussed in this context.

6. The computational complexity of the joint EKF and various forms of the dual EKF are discussed and compared.

3.6.1 Computing Derivatives
With Respect to the Weights

In the weight-estimation portion of the dual EKF, computing the negative derivative $H_{o,k}$ of the observed-error vector $e_k$ generally requires taking the Jacobian of various quantities in the signal filter. Because the signal filter is a recursive structure, the gradients of quantities such as the state estimate $\hat{x}_k$, gain $K_k$, and error covariance $P_k$ must all be computed recurrently. Taking the derivative of the signal filter equations in Formula 3.10 on page 75 results in the following system of recursive equations:

$$\frac{\partial \hat{x}_{k+1}}{\partial w} = \frac{\partial F(\hat{x},\hat{w})}{\partial \hat{x}_k} \frac{\partial \hat{x}_k}{\partial w} + \frac{\partial F(\hat{x},\hat{w})}{\partial \hat{w}_k},$$

$$\frac{\partial \hat{x}_k}{\partial w} = (I - K_k C) \frac{\partial \hat{x}_k}{\partial \hat{w}} + \frac{\partial K_k}{\partial \hat{w}} (y_k - C \hat{x}_k),$$

where $\frac{\partial F(\hat{x},\hat{w})}{\partial \hat{x}_k}$ and $\frac{\partial F(\hat{x},\hat{w})}{\partial \hat{w}_k}$ are evaluated at $\hat{w}_k$ and contain static linearizations of the neural network. The derivatives in these equations are all derivatives of vectors with respect to vectors, or Jacobian matrices. The last term in Equation 3.223 may be dropped if we assume that the Kalman gain $K_k$ is independent of $w$. Although this greatly simplifies the algorithm, accurate computation of the recursive derivatives requires calculating $\frac{\partial K_k}{\partial w}$ as follows. Denoting the derivative of $K_k$ with respect to the $i^{th}$ element of $\hat{w}$ by $\frac{\partial K_k}{\partial \hat{w}(i)}$ (the $i^{th}$ column of $\frac{\partial K_k}{\partial w}$) gives:

$$\frac{\partial K_k}{\partial \hat{w}(i)} = \frac{(I - K_k C)}{C P_k C^T + \sigma_n^2} \cdot \frac{\partial P_k}{\partial \hat{w}(i)} C^T,$$

where

$$\frac{\partial P_k}{\partial \hat{w}(i)} = \frac{\partial A_{k-1}}{\partial \hat{w}(i)} P_{k-1} A_{k-1}^T + A_{k-1} \frac{\partial P_{k-1}}{\partial \hat{w}(i)} A_{k-1}^T + A_{k-1} P_{k-1} \frac{\partial A_{k-1}}{\partial \hat{w}(i)}$$

$$\frac{\partial P_{k-1}}{\partial \hat{w}(i)} = -\frac{\partial K_{k-1}}{\partial \hat{w}(i)} C P_{k-1} + (I - K_{k-1} C) \frac{\partial P_{k-1}}{\partial \hat{w}(i)}$$
Note that $A_{k-1}$ depends not only on the weights $\tilde{w}$, but also on the point of linearization, $\hat{x}_{k-1}$. Therefore,

$$\frac{\partial A_{k-1}}{\partial \tilde{w}^{(i)}} = \frac{\partial^2 F}{\partial \hat{x}_{k-1} \partial \tilde{w}^{(i)}} + \frac{\partial^2 F}{(\partial \hat{x}_{k-1})^2} \frac{\partial \hat{x}_{k-1}}{\partial \tilde{w}^{(i)}},$$

(3.227)

where the first term is the static derivative of $A_{k-1} = \frac{\partial F}{\partial \hat{x}_{k-1}}$ with $\hat{x}_{k-1}$ fixed, and the second term includes the recurrent derivative of $\hat{x}_{k-1}$. The term $\frac{\partial^2 F}{(\partial \hat{x}_{k-1})^2}$ actually represents a three dimensional tensor (rather than a matrix). However, because $A_{k-1}$ takes the special structure shown in Equation 3.24 on page 50, its derivative with respect to $x$ contains mostly zeros, and is in fact entirely zero for linear models.

The largest computational expense is incurred by the calculation of $\frac{\partial K_{k}}{\partial \tilde{w}}$, which requires that $\frac{\partial P_{k}}{\partial \tilde{w}^{(i)}}$ be computed for all $i \in \{1 \ldots \text{dim}(\tilde{w})\}$. Whether this expense is worth the improvement in performance is clearly a design issue, and is investigated in Chapter 4; the recursive derivatives appear to be more critical when the signal is highly nonlinear, or is corrupted by a high level of noise. Various simplifications to the recursive derivatives are possible:

1. Ignore the dependence of $P_{k}$ and $K_{k}$ on $w$. This would result in the largest savings, and would effectively drop the second term in Equation 3.223 on the preceding page.

2. Ignore the dependence of $\hat{x}_{k}$ on $w$. This drops Equation 3.223 on the previous page altogether, and leaves only the second term in Equation 3.222 on the preceding page. This results in a purely static linearization of the model, and is the simplification made in [61, 87] and investigated in Chapter 4 of this thesis.

With Respect to the Variances

In the variance-estimation filter, the derivative $\tilde{H}_{\sigma_{k}}$ of the observed-error vector $\tilde{e}_{k}$ requires taking recursive derivatives similar to those just described for the weight filter. Taking the derivative of the Kalman filter equations with respect to either variance term (represented by $\sigma^2$) results in the following system of recursive equations:

$$\frac{\partial \hat{x}_{k+1}}{\partial \sigma^2} = \frac{\partial F(\hat{x}, \tilde{w})}{\partial \hat{x}_{k}} \frac{\partial \hat{x}_{k}}{\partial \sigma^2},$$

(3.228)

$$\frac{\partial \hat{x}_{k}}{\partial \sigma^2} = (I - K_{k}C) \frac{\partial \hat{x}_{k}}{\partial \sigma^2} + \frac{\partial K_{k}}{\partial \sigma^2} (y_{k} - C\hat{x}_{k}),$$

(3.229)

where $\frac{\partial F(\hat{x}, \tilde{w})}{\partial \hat{x}_{k}}$ is evaluated at $\tilde{w}_{k}$, and represents a static linearization of the neural network. Note that $\frac{\partial F(\hat{x}, \tilde{w})}{\partial \tilde{w}_{k}}$, $\frac{\partial \tilde{w}_{k}}{\partial \sigma^2}$ does not appear in Equation 3.228, under the assumption that $\frac{\partial \tilde{w}_{k}}{\partial \sigma^2} = 0$. The derivatives in the above equations are all derivatives of vectors with respect to a scalar. The last
term in Equation 3.229 may be dropped if we assume that the Kalman gain $K$ is independent of $\sigma^2$. However, for accurate computation of the recursive derivatives, $\frac{\partial K_k}{\partial \sigma^2}$ may be calculated as follows:

$$
\frac{\partial K_k}{\partial \sigma^2} = \frac{(I - K_k C)}{\text{CP}_k C^T + \sigma^2_n} \cdot \frac{\partial \text{P}_k}{\partial \sigma^2} C^T,
$$

where

$$
\frac{\partial \text{P}_k}{\partial \sigma^2} = \frac{\partial A_{k-1}}{\partial \sigma^2} \text{P}_{k-1} A_{k-1}^T + A_{k-1} \frac{\partial \text{P}_{k-1}}{\partial \sigma^2} A_{k-1}^T + A_{k-1} \text{P}_{k-1} \frac{\partial A_{k-1}}{\partial \sigma^2}
$$

(3.231)

$$
\frac{\partial \text{P}_{k-1}}{\partial \sigma^2} = -\frac{\partial K_{k-1}}{\partial \sigma^2} \text{CP}_{k-1} + (I - K_{k-1} C) \frac{\partial \text{P}_{k-1}}{\partial \sigma^2}
$$

(3.232)

Because $A_{k-1}$ depends on the linearization point, $\hat{x}_{k-1}$, its derivative is:

$$
\frac{\partial A_{k-1}}{\partial \sigma^2} = \frac{\partial A_{k-1}}{\partial \hat{x}_{k-1}} \frac{\partial \hat{x}_{k-1}}{\partial \sigma^2}
$$

(3.233)

where again the derivative $\frac{\partial \hat{x}_{k-1}}{\partial \sigma^2}$ is assumed to be zero.

3.6.2 Initialization

The dual EKF and joint EKF algorithms require initial values $\hat{x}_0$ and $\hat{\hat{w}}_0$ for the signal and weight estimates, and initial values $\hat{\sigma}^2_{\hat{x},0}$ and $\hat{\sigma}^2_{\hat{\hat{w}},0}$ for the variances, if they are to be estimated as well.

The additive noise is assumed to have zero mean, and the noisy time-series is generally normalized prior to processing; hence, the signal can also typically be assumed to be zero mean. In the absence of any other information, this assumption is represented by letting $\hat{x}_0 = 0$.

Reasonable initial values for the weights can be found by training a predictor on some noisy data, as described in Section 1.3.1. Of course, this will result in biased estimates, but a few iterations of training in this way should provide a $\hat{\hat{w}}_0$ that is in the right general area of weight space. Initializing the weights in this way can be very beneficial to the training process.

Finding reasonable initial values for the variances is somewhat more complicated. Although in some cases short segments of the noise and/or clean signal might be available for this purpose, such data is not always available. Therefore, some of the heuristic approaches in the literature may be suitable.

Measurement Noise Variance

As mentioned in Section 2.3.2 on page 29, this thesis assumes that the autocorrelation structure of the noise is known within a scalar multiple. Either the noise is white, with a possibly unknown variance $\sigma^2_n$, or it is colored, with known AR coefficients $w_n$ and a possibly unknown process noise variance $\sigma^2_{w_n}$.
Seeing that the noise model \( w_n \) is assumed known in the case of colored noise, it is likely that a reasonable initial estimate of \( \sigma^2_{w_n} \) will also be available. For example, if \( w_n \) is known a priori, then something might also be known about the range of values taken by \( \sigma^2_{w_n} \); alternatively, if \( w_n \) is estimated from some available noise data, then an initial estimate of \( \sigma^2_{w_n} \) can be obtained simultaneously.

The white noise assumption corresponds to the specific case when the autocorrelation is an impulse function (i.e., the spectrum is flat); the arguments given in the previous paragraph can therefore also be made in this case. However, because of the analytic simplicity of the white noise case, some heuristic methods for finding an initial estimate of \( \sigma^2_n \) can also be considered.

An approach developed by Win and Nelson [87] for nonstationary white noise sources, estimates \( \sigma^2_n \) as follows. First, consider the noncausal linear estimator of the signal \( x_k \) as a function of \( 2M + 1 \) noisy data points:

\[
\hat{x}_k = \sum_{i=-M}^{M} w^{(i)} y_{k-i} = w^T y_{k-M}^{k+M}.
\]

Note that the optimal weights can be expressed as

\[
\hat{w}^* = \hat{R}^{-1}_{yy} \hat{r}_{yx} = \hat{R}^{-1}_{yy} (\hat{r}_{yy} - \sigma^2_n e_0),
\]

where \( \hat{R}_{yy} \) is the sample autocorrelation of \( y_{k-M}^{k+M} \), \( \hat{r}_{yy} \) is the cross-correlation between \( y_{k-M}^{k+M} \) and \( y_k \), and \( e_0 = [0 \cdots 0 1 0 \cdots 0] \). The value of \( \sigma^2_n \) that gives the minimum variance estimate of \( x_k \) (minimizes \( \text{var}(\hat{w}^* y_k) \)) is:

\[
\hat{\sigma}^2_n = \frac{1}{(\hat{R}^{-1}_{yy})_{(0,0)}}.
\]

Appendix H shows that this expression provides an upper bound on \( \sigma^2_n \). Starting at this upper bound, \( \hat{\sigma}^2_n \) is iteratively decreased until \( \hat{w}^{(0)} > \hat{\xi}^{(i)} \forall i \neq 0 \); this forces the current observation to have the greatest influence on the estimator output, relative to other observations.

**Process Noise Variance**

To estimate \( \sigma^2_n \) (assuming an all-pole model for the signal), Lim and Oppenheim [44] used an expression for the inverse Fourier transform of the signal power (which is a function of \( \sigma^2_n \)). An alternative approach is developed in [87] by noting that the process noise variance \( \sigma^2_z \) can be estimated as the minimum mean squared error of a linear AR predictor on the clean data \( x_k \).

Specifically,

\[
\sigma^2_z = \sigma^2_x - P_{zz}^T \hat{R}^{-1}_{xx} P_{zz},
\]
where $p_{xx}$ is the cross-correlation between the lagged input vector $x_{k-1}$ and the current $x_k$, and $R_{xx}$ is the autocorrelation of the inputs\(^8\). Because only the noisy signal $y_k$ with prediction residual $\sigma^2 + \sigma^2_n - p_{yy}^T R_{yy}^{-1} p_{yy}$ is available, $\sigma^2$ is estimated using:
\[
\hat{\sigma}^2 = \sigma^2_y - \hat{\sigma}^2_n, \quad \hat{p}_{xx} = p_{yy} - \hat{p}_{nn}, \quad \hat{R}_{xx} = R_{yy} - \hat{R}_{nn}
\]
(3.238)
in place of the true values in Equation 3.237, giving:
\[
\hat{\sigma}_v^2 = (\hat{\sigma}^2_y - \hat{\sigma}^2_n) - \hat{p}_{xx}^T \hat{R}_{xx}^{-1} \hat{p}_{xx},
\]
(3.239)
Note that when $n_k$ is white, the terms in (3.238) simplify because $\hat{p}_{nn} = 0$ and $\hat{R}_{nn} = \hat{\sigma}^2_n I$, where the additive noise variance is estimated as above. Of course, it is possible to obtain negative values for $\hat{\sigma}^2_v$ using the above approach. The estimates should therefore be thresholded from below at some small positive value (e.g., $10^{-4}$).

These “ad-hoc” methods alone do not always provide the accuracy required for effective dual estimation. However, they are sufficient for initializing the on-line variance estimation methods described in this thesis.

3.6.3 Iterative Applications

In many contexts, available processing power allows enough time between the arrival of each measurement $y_k$ for the repeated filtering of the previously collected data, in order to better model its dynamics. This might be done with a fixed number $N_{\text{win}}$ of data points; at each time step, $k$, the algorithm is run repeatedly over the window of data: $\{y_t\}_{k-N_{\text{win}}}^k$. The model is assumed stationary over the window, so the estimates of the parameters ($\hat{\omega}_k$, $\hat{\sigma}^2_v(k)$, and $\hat{\sigma}^2_n(k)$) and their error covariances ($Q_k$, $q_v(k)$ and $q_n(k)$) at the end of each pass (or epoch) are used to initialize their values for the next epoch. The signal state, $\hat{x}_k$, can of course not be used in this way to initialize $\hat{x}_{k-N_{\text{win}}}$ in the next epoch.

By completing several passes over a fixed window, multiple copies of the data in the window are effectively concatenated to create a longer sequence. This better accommodates the convergence time of the algorithm, and reduces the variance in estimation errors; however, the posterior distribution $p_{x_{k_{t+1}|w|y_{t+1}}}$ is consequently biased more heavily towards the observed data in the window, and away from whatever the prior distribution is. The procedure has two desirable effects: first, the algorithm converges farther with less data; second, in nonstationary environments the tracking performance increases due to the additional emphasis placed on the most recent data. However,

---

\(^8\)This is exact, assuming the signal is generated by a linear autoregression.
this can have negative consequences as well, because the chosen cost function may continue to
decrease with each epoch, while the performance on future data is being unknowingly degraded,
due to the bias on the empirical distribution. This is referred to as over-training on the data.

The tendency of the algorithm to over-train will be influenced by three factors: the length of
the window, $N_{win}$; the number of epochs; and the cost function minimized during training. The
more data and fewer epochs used, the less likely over-training will be to occur, because the bias
in the posterior distribution will be less severe. However, $N_{win}$ must also be chosen in accordance
with real-time processing constraints, as well as the time-constants of any nonstationarity in the
data. The window length will be at least 1, and constrained from above by either a function of the
processor speed, or the number of data points $k$ already collected. The maximum allowable choice
of $N_{win}$ is quantified in Formula 3.29, wherein $N_{cpu}$ denotes the maximum number of data points

$$N_{win} = \min(1, k, (N_{cpu} - 1), N_{ns})$$

$$epochs = \left\lceil \frac{N_{cpu} - 1}{N_{win}} \right\rceil$$

Formula 3.29: The length of the iteration window, and the number of training epochs.

that can be processed between observations; this number depends on the sampling rate of the data,
and the processing speed of the hardware implementation. Furthermore, if any nonstationarity
is present in the signal, $N_{ns}$ defines the maximum number of data points over which the signal
dynamics are approximately stationary; $N_{ns}$ is highly subjective, and depends on the flexibility of
the model structure as well as what is meant be “approximately” stationary. For stationary data,$N_{ns} = \infty$.

The window length is always less than $N_{cpu}$ by at least one, because time must be allowed
for processing the newly arrived data point before passing over the old data. Hence, when a large
amount of data has been collected (or the processor is slow relative to the sampling rate), then
$N_{win} = N_{cpu} - 1$, and only 1 epoch is used. Of course, when there is time for only one data point
to be processed, then $N_{win} = 1$, and the algorithm is run in its “on-line” mode. Conversely, when
the processor speed allows all of the data to be used, then $N_{win} = k$, and the number of epochs is
limited by the processor.

Nonstationary Data

Things are somewhat more complicated when the signal is nonstationary. As mentioned above,
the window length is limited from above by $N_{ns}$. However, it is quite possible that $N_{win} < N_{ns}$
because of processor limitations. A single training epoch will typically not be enough to track
the dynamics of the signal. Instead, a sliding window approach can be used, as described in the next section. Sometimes, even when a sliding window is used, real-time processing is still not a possibility. In this case, the algorithm must be iterated over the window off-line, until it converges on a solution.

**Early-Stopping**

In cases where the algorithm is iterated many times over a segment of data – such as in the use of short windows on nonstationary signals – the issue arises of when to stop the iteration. If one is concerned with how well the model will generalize its performance with new data, then it is important to avoid over-training. The process of halting iteration before over-training occurs is called *early-stopping* [30], and usually involves evaluating the performance of the algorithm on a set of data not used for training (called the *validation set*). The mean squared error (MSE) on the validation set can be used to determine when over-training begins to occur, and from which epoch the final estimate should be chosen; it is important that this data be different from the *test set*, which is only used after training is complete. The use of a validation set for tasks such as model selection, determining hyperparameter values, and early-stopping, is referred to in the statistics and machine learning communities as *cross-validation* [30].

Note that over-training is a problem even in dual estimation applications such as speech-enhancement, wherein generalization to future data is not a concern. Because the true signal is not available, dual estimation is essentially an unsupervised learning problem; it is possible that the estimation error between \( \hat{z}_k \) and the true signal will begin to increase after several epochs, even as the cost function continues to decrease.

Using a validation set in time-series applications is not always straightforward. For example, if the signal is highly nonstationary then it must be windowed, and the training window will be quite short to begin with. Hence, reserving a block of data from the end of this window is likely to hurt performance both because the amount of training data is reduced, and because the model is no longer trained on the data that is most relevant to the next portion of the signal.

One approach is to first train on a representative window while using a validation set, to determine a reasonable number of training epochs. The algorithm is subsequently run without a validation set, but is stopped after this predetermined number of epochs. This method of early stopping is used successfully in the speech enhancement experiments described in Chapter 5.

Another alternative is to randomly sample the validation set from within the training window; this reduces the amount of training data, but avoids the difficulty of removing data only from the end of the training set. For the dual EKF, withholding randomly chosen measurements from
the training set is very much like dealing with missing observations; something at which Kalman filters are quite adept. Essentially, during time-steps when the data $y_k$ is missing or withheld, no measurement update occurs in either the signal filter or weight filter. Instead, the predictions ($\hat{x}_k^-$ and $\hat{w}_k^-$) and their covariances are substituted for the estimates ($\hat{x}_k$ and $\hat{w}_k$) and their covariances. Similar substitutions are made for the recurrent derivative computations. For the purposes of cross-validation, the prediction error ($y_k - \hat{y}_k^-$) is computed for the withheld points, and the validation MSE is tracked from one epoch to the next. The parameter and signal estimates for the epoch with the lowest validation MSE are saved as the final solution.

**Trajectory Learning**

Choosing validation points from within the training set has an additional effect on the dual estimation process that can improve performance in some situations. Withholding an observation causes the signal prediction $\hat{x}_k^-$ to be used as the input to the model at the next time step (to generate output $\hat{x}_{k+1}$); thus, the model is effectively being trained as an iterated, or multistep predictor. When the next observation arrives, the recurrent derivatives allow adjustment of the model to reduce the error in the iterated prediction; this puts additional constraints on the model, and has been shown to improve the predictive power of neural network time-series models. The approach has been referred to in the literature as trajectory learning [31], and is also related to the compromise method [94].

The trajectory learning technique can be applied independently of cross-validation, although in the dual Kalman filter the same mechanism (of handling missing observations) is used for either trajectory learning or cross-validation. The only difference is that for early-stopping, the same hold-out set must be used across all epochs, whereas for trajectory learning a different set of points can be withheld during each pass through the data.

### 3.6.4 Data Weighting

In some contexts, the dual estimation process can benefit from rescaling data in various ways. In this section, the importance of the forgetting factor, data windowing, and data normalization are described.

**Forgetting Factor**

As described on page 71, the sequence of signal-state estimates $\{\hat{x}_k\}_{k=1}^\infty$ is generated using the sequence of costs $\{J(x_k^+, \hat{w}_k)\}_{k=1}^\infty$. Clearly, the signal estimates $\hat{x}_k$ will improve as the weight estimates $\hat{w}_k$ used to generate them improve. The sequence of weight estimates $\{\hat{w}_k\}_{k=1}^\infty$, meanwhile,
is based on the sequence of signal estimates.

Hence, because the signal estimates at early times are less accurate than the later ones, it stands to reason that their influence on the weight estimation process should be scaled down. As described in Section 3.3, the amount of past data used to estimate the weights can be controlled through the use of a forgetting factor $\lambda < 1$, or equivalently, by appropriate use of a process noise term $u_k$ in the state-space representation for the weights.

Specifically, defining the process noise covariance $U_k$ as in Equation 3.63 effectively places an exponentially decaying window (see Figure 3.3 on page 59) on the data used for weight estimation, so that $\hat{w}_k$ depends more heavily on recent signal estimates than older ones. The appropriate time constant of this exponential window depends on the complexity of the model: enough data should be left inside the window to accurately estimate the weights.

The forgetting factor introduces a certain amount of flexibility into the parameter estimation filters, making them more responsive to new data, and improved signal estimates. Note, however, that although the forgetting factor is implemented in the Kalman weight filter through a process noise covariance, $U_k$, this does not imply that the underlying system is actually time-varying.

For off-line applications involving a finite amount of data, the time-constant might be chosen to be somewhat larger than $N$, to ensure that all of the available data is used. In these applications the algorithm is usually run over the data repeatedly, so that $\lambda < 1$ causes the earlier iterations to be “forgotten.”

The effect of $\lambda$ on dual Kalman filter convergence is shown experimentally in Chapter 4. As mentioned previously, other schemes for defining $U_k$ - such as letting it be a constant diagonal matrix, or annealing it over time - can also be considered, but are not investigated in this thesis.

**Windowing**

For nonstationary signals, such as speech, the optimal weight vector $w$ is time-varying. As described in the previous section, the change in the dynamics generally cannot be assumed to be slower than the tracking time-constant of the learning algorithm, so special measures are required.

When the computational demands are too great to process a window $\{y_t\}_{k-N}^k$, at every time-step $k$, an alternative is to divide the data into approximately stationary, overlapping windows.

These data-windows are filtered separately to produce signal estimates $\{\hat{z}_k\}_1^N$, and then are recombined to produce the complete enhanced signal. Because the windows are typically short, the dual estimation algorithm (either joint EKF or dual EKF) should be run repeatedly over the window until convergence is achieved. Hence, windowing usually entails an off-line mode of processing.
If the windows are not overlapped, then discontinuities, or “edge-effects” will be evident at the window boundaries. Typically, the windows should be overlapped, and shaped after processing so that they can be recombined by simple addition. This can be accomplished, for example, with a normalized Hamming window of the form:

\[
c_k = \frac{1}{gain} \left( 0.54 - 0.46 \cdot \cos \frac{2\pi k + \pi}{N_{\text{win}}} \right),
\]

where \(N_{\text{win}}\) is the length of each window, and \(gain\) is the sum of all overlapping window values at a particular data point. Division by this gain term scales the windows so that they sum to 1, as shown in Figure 3.7. Note that the noisy data are not shaped before filtering; this would disrupt the dynamics of the underlying signal. Rather, the Hamming window is applied to the filtered signal \(\hat{x}_t^{N_{\text{win}}}\).

For the Hamming window, the contribution of each window to the overall signal estimate is focused at the center of the window. Therefore, the estimation of the data near the center of each window is more critical than the estimation of the data towards the periphery. To reflect this preference in the model estimation procedure, the weights can be estimated in such a way as to emphasize the data according to the shaping window. In the dual EKF, this requires adjusting the weight filter equations slightly; the Kalman gains in Formulae 3.10 and 3.21 are replaced by:

\[
K_k^w = Q_k^{-1}H_{o,k}^T(H_{o,k}Q_k^{-1}H_{o,k}^T + c_k^{-1}\sigma_r^2)^{-1}.
\]

An analogous change is also made to the variance estimation filter of Formula 3.13 on page 78 by replacing \(\sigma_r^{-2}\) with \(c_k\sigma_r^{-2}\). In the linear model case, the above change effectively implements a recursive weighted least squares algorithm [6], where the weighting matrix has the window coefficients.
along its diagonal, and zeros elsewhere.

**Normalization**

A related issue is that of pre-scaling the data so that it falls in a reasonable range for numerical accuracy on a finite-precision computer. Most machines do poorly at representing either extremely large, or extremely small numbers, so it is important that the signal and weights take on values that give reasonable precision.

Furthermore, normalizing the data facilitates the use of default initialization values across different data sets. For example, initial covariances $P_0$ and $Q_0$ must be set for both the signal and weight estimates, and these matrices should ultimately depend on the expected scale of the data. Hence, normalizing the data reduces this data-dependence.

Normalization requires both subtracting the mean from the data, and scaling by a normalization factor, which can be either the standard deviation or the maximum absolute value of the noisy time-series. For on-line applications, the data can be normalized as it arrives using a preset estimate of the mean and normalization factor. In off-line contexts, these values can be determined from the entire data set.

A possible complication arises when either of the variances $\sigma_v^2$, $\sigma_u^2$ (or $\sigma_{uv}^2$) is known a priori. In this case, its value must be scaled by the square of the normalizing factor. While this scaling is correct for the measurement noise statistics, it is only correct for the process noise variance $\sigma_v^2$ in the case of a linear model $f(\cdot)$; otherwise, it represents an approximation.

### 3.6.5 Computational Expense

In the following, the number of floating point operations required at each time step by the dual EKF and joint EKF are roughly calculated to show how the algorithms compare from the perspective of computational expense. Although the calculations are made for the white noise case, the expense for colored noise can be approximately found by substituting $(M + M_n)$ for $M$.

**Dual EKF**

As suggested in Section 3.6.1, computation of $H_{0,k}$ - which involves the recursive derivatives of the signal estimates and covariances with respect to the weights - accounts for a large part of the computational cost of the dual EKF algorithm. Table 3.2 lists the approximate number of floating point operations for each part of the algorithm. This is often referred to as the order of the computational expense, and is denoted by $O(\cdot)$. The sparse structure of matrices (such as $A_k$
Table 3.2: The order of computational expense for various equations in the dual EKF.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Term</th>
<th>Order of Expense</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.129-3.133</td>
<td>$\dot{x}_k^r$, $P_k^r$, $K_k$, $\dot{x}_k$, $P_k$</td>
<td>$6M^2 + 3M + 2M_w$</td>
<td>signal filter</td>
</tr>
<tr>
<td>3.127-3.128</td>
<td>$\dot{w}_k^r$, $Q_k^r$</td>
<td>$M_w^2$</td>
<td>weight filter</td>
</tr>
<tr>
<td>3.134</td>
<td>$K_k^r$</td>
<td>$4M_w^2M_d + 4M_d^2M_w + M_d^3$</td>
<td>&quot;</td>
</tr>
<tr>
<td>3.135</td>
<td>$w_k$</td>
<td>$M_w + 2M_oM_w$</td>
<td>&quot;</td>
</tr>
<tr>
<td>3.136</td>
<td>$Q_k$</td>
<td>$2M_w^2M_o + M_w^2$</td>
<td>&quot;</td>
</tr>
</tbody>
</table>

$C_k$ is taken into account as much as possible, so the numbers in the table represent a fairly efficient implementation.

Combining the costs of Equations 3.222-3.227, computation of the recursive derivatives required by the dual EKF is $O(15M^2M_w + 10MM_w + 6M_w + 5M^2)$, while use of the static derivatives alone is only $O(5M_w)$. Meanwhile, the Kalman signal filter of Formula 3.10 on page 75 requires $O(6M^2 + 3M + 2M_w)$ computations, and the weight filter is $O(M_o^3 + 4M_wM_o^2 + M_w + 2M_mM_o + 6M_w^2M_o + 2M_w^2)$, where $M_o$ is the dimension of the observation vector, $\epsilon_k$.

**Joint EKF**

The joint EKF does not use the recursive derivatives required by the dual EKF, so its expense is limited to that of an EKF used to filter the joint state-space equations. Including all derivative computations, this filter requires $O(6M_w^2 + 3M + 2M_w^2 + 7M_w)$ computations, where $M_m$ is the dimension of the joint state. In the white noise case $M_m = M + M_w$, so the joint EKF is $O(8M_w^2 + 12MM_w + 10M_w + 6M^2 + 3M)$
Table 3.3: Coefficients for the order of computational expense of one time-step for the joint EKF and dual EKF, when written as polynomials in the signal state dimension $M$, and the number of weights, $M_w$. Static derivative forms of the dual EKF are indicated by a prime (').

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$M_w^2$</th>
<th>$M^2M_w$</th>
<th>$M$</th>
<th>$M_w$</th>
<th>$M^2$</th>
<th>$M$</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>joint EKF</td>
<td>8</td>
<td>0</td>
<td>12</td>
<td>10</td>
<td>6</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>dual EKF $J^{pr}(w)$</td>
<td>8</td>
<td>15</td>
<td>10</td>
<td>15</td>
<td>9</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>dual EKF $J^{ul}(w)$</td>
<td>14</td>
<td>15</td>
<td>10</td>
<td>29</td>
<td>9</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>dual EKF $J^l(w)$</td>
<td>14</td>
<td>15</td>
<td>10</td>
<td>29</td>
<td>9</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>dual EKF $J^{cw}(w)$</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>46</td>
<td>4</td>
<td>5</td>
<td>27</td>
</tr>
<tr>
<td>dual EKF $J^{cc}(w)$</td>
<td>26</td>
<td>15</td>
<td>10</td>
<td>81</td>
<td>9</td>
<td>5</td>
<td>64</td>
</tr>
<tr>
<td>dual EKF' $J^{pr}(w)$</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>4</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>dual EKF' $J^{ul}(w)$</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>24</td>
<td>4</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>dual EKF' $J^l(w)$</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>24</td>
<td>4</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>dual EKF' $J^{cc}(w)$</td>
<td>26</td>
<td>0</td>
<td>0</td>
<td>76</td>
<td>4</td>
<td>5</td>
<td>64</td>
</tr>
</tbody>
</table>

**Comparison**

To facilitate comparison of the two algorithms, Table 3.3 shows the coefficients of terms involving $M$ and $M_w$ for the joint EKF, as well as the five different cost functions of the dual EKF. Each cost has a different number of observations, $M_o$, which gives them different overall costs.

The order of expense for $M = 10$, at various values of $M_w$ is shown in Figure 3.8. Clearly, the joint EKF conveys a significant computational advantage, due to its lack of recursive derivative computation. The dual EKF with the EM cost does not require recurrent derivatives, and so its expense is less than that of other dual EKF algorithms. If static derivatives are used in the other dual EKF costs, their expense is reduced considerably, and the cost of the prediction-error algorithm is less than that of the joint EKF.

However, it should be noted that the above costs involve only floating point multiplies and adds, and assume that the algorithms are coded with an eye for efficiency. For the MATLAB code used to generate the experimental results in the next chapter, the joint EKF and dual EKF are quite comparable in terms of overall execution time.
Figure 3.8: Floating point operations required by the joint EKF and dual EKF algorithms, as a function of the dimension of $w$, with $M$ fixed at 10. The solid curves represent dual EKF algorithms with recurrent derivatives. Note that the expense of $J^J(w)$ is the same as $J^{nl}(w)$. The joint EKF expense is shown with a dashed line. Nonrecurrent approximations are represented by dotted lines without labels: $J^{pe}(w)$ (lower), $J^{ml}(w)$ and $J^J(w)$ (middle), and $J^{rc}(w)$ (upper).
Chapter 4

Comparative Experiments

4.1 Overview

The previous chapters of this thesis describe several different dual estimation algorithms and cost functions. The current chapter has several goals: to determine appropriate settings for various algorithmic parameters; to compare the utility of the different cost functions within the dual EKF framework; and to compare the performance of the dual EKF algorithm with that of the joint EKF and other algorithms. These goals are approached through a series of controlled experiments, in which the clean signal, true model structure, and true model parameters are all known beforehand. This information is necessary for computing objective performance criteria, such as the mean squared error (MSE).

For example, consider the time-series data depicted in the top part of Figure 4.1. The solid curve was generated by a neural network function $f(\cdot)$, driven by white Gaussian process noise with variance $\sigma^2_w = .36$. Colored noise was then generated by a known linear autoregressive model and added to the signal to produce the noisy measurements shown by the small dots. For clarity, only the last 200 points of the 20,000 point time-series are shown. The bottom part of the figure shows the same signal, but with the dual EKF estimates superimposed as small dots. If the clean signal was not known, we could not see that the dual EKF estimates are closer to the signal than the noisy measurements, nor compute the normalized MSE before (.5016) and after (.1263) processing. Performance measures such as MSE play a crucial role in comparing the performance of the various cost functions, and deciding how to initialize the algorithm or choose a forgetting factor.

The comparative experiments in this chapter are aimed at resolving the question of which cost function or algorithm to use when confronted with a particular noisy signal. In addition to deciding on a cost function, other design issues must also be determined. In particular, the initial values of the covariance matrices for the signal, weight, and variance filters must be chosen, as must a value
Figure 4.1: Estimation of a nonlinear time-series by the dual EKF. The true signal is shown by the solid curve. Noisy inputs to the dual EKF are shown by the dots in the top plot, and the signal estimates are shown with dots in the bottom plot.

of the forgetting factor, $\lambda$. Because the best set of choices may depend on the particular type of signal and noise (e.g., linear or nonlinear, white or colored noise), and the given signal-to-noise ratio (SNR), an effort is made to isolate these factors.

The situation is further complicated by the amount of a priori knowledge assumed to be available. That is, the results might depend on whether or not the noise variances are known, and to what degree of certainty the required complexity of the model structure is known. A lack of knowledge about the true noise statistics or model structure represents a potential source of additional error, to which some cost functions are likely to exhibit better robustness than others.

Each of the above design parameters or variables represents a dimension in what is clearly a very large search space. Unfortunately, searching this space exhaustively for the best set of design choices is prohibitively expensive. However, some design choices can be expected to be less tightly coupled with other choices. For example, the effect of the initial covariance matrices $P_0$ and $Q_0$ on performance should be somewhat independent of the cost function being used. By optimizing these values first and holding them constant, the dimensionality of the search space is reduced.

Hence, a sequence of experiments is performed. In the first experiment, reasonable choices for $P_0$ and $Q_0$ are found, assuming the noise variances $\sigma_i^2$ and $\sigma_n^2$ are known. A few different
cost functions are used to confirm the assumption of independence. Second, in an experiment using known weights, \( w \), the different variance estimation cost functions are explored, along with values of the initial error variances, \( q_{0,0} \) and \( q_{n,0} \). A few different noise types are employed, and the experiment is repeated for the various cases wherein one or both of the variances are unknown. The third experiment looks at the effect of the forgetting factor, \( \lambda \), in the presence of both stationary and nonstationary noise. Fourth, the relative performance of the various dual EKF weight estimation costs are determined using the values of \( P_0, Q_0, q_{v,0}, \) and \( q_{n,0} \), and \( \lambda \) determined in the earlier experiments. The use of static derivatives instead of recursive ones is evaluated in the fifth experiment, and in the sixth experiment, the dual EKF and joint EKF algorithms are compared. Some final experiments are used to evaluate the robustness of the algorithms to incorrect choices of model structure, and the use of the algorithms in iterative estimation settings.

4.2 Experimental Framework

Before presenting the results, however, the experimental framework must be described. The following pages provide an outline of the performance criteria, method of analysis, and various data sets used in the experiments.

4.2.1 Performance Criteria

Comparing different estimation methods requires a means of evaluating the performance of the dual EKF and other algorithms. This choice of a performance criterion ultimately corresponds to a particular definition of the loss function \( L(\cdot) \), which may be a function of the signal estimation error, and errors in the parameter estimates (recall the discussion of Bayes Risk in Section 2.2.2 on page 20).

A particularly useful class of functions are the sum of squared errors (SSE), where the sum might be weighted differently over different components of the weight and signal errors, and over different times, \( k \). Although choosing an appropriate loss-function is typically a problem-specific task, some degree of generality is afforded by the fact that a broad class of loss functions all correspond to the same Bayes estimates, so long as \( \rho_{Y^Nw|X^N} \) is unimodal and symmetric. In fact, under these conditions, the Bayes estimate for the SSE loss function is also the desired MAP solution described in Chapter 2.

For certain applications (e.g., speech enhancement), a SSE loss function is not the most appropriate choice. In the case of speech, this is because the signal’s phase information is not a strong cue in human speech perception, and because the human auditory system is differently sensitive to
different frequencies of sound. These and other factors are ignored by a simple SSE loss function. On the other hand, a satisfactory objective measure of speech quality has yet to be developed. Although, the speech enhancement results reported later in this section are presented in terms of weighted spectral slope, segmental SNR, and several other perceptual metrics, none of these measures is an accurate indicator of human perception of speech quality. Because the emphasis of this thesis is on the theoretical relationship between various cost functions in the MAP context, and not on a specific signal type or application, the SSE loss function is a reasonable choice for evaluating the performance of most signals.

**Normalized Mean Squared Errors**

To compute the SSE, the squared errors in the signal and weights are summed over a finite period of time. This value can then be divided by the length of time (number of data points) to produce the time-averaged, or mean, squared error (MSE). Furthermore, the MSE can be normalized by the variance of the clean signal (or true weights) to produce numbers close to the range [0, 1]. The formula for the normalized mean squared error (NMSE) is:

\[
NMSE = \left( \sum_{k=k_1}^{k_2} true_k^2 \right)^{-1} \sum_{k=k_1}^{k_2} (true_k - estimate_k)^2,
\]

where the number of data points \((k_2 - k_1 + 1)\) cancels out of the expression. NMSE values are typically less than 1, which would correspond to an estimate of all zeros for \(k \in [k_1, k_2]\). However, values larger than one are possible for exceedingly poor results.

To keep the analysis as general as possible, the estimation error and parameter errors are considered separately. The estimation error at time \(k\) is simply \(\hat{x}_k = (x_k - \hat{x}_k)\), where \(\hat{x}_k\) is the estimate produced by the algorithm in question. The variance-parameter errors are \(\sigma^2_{e,k} = (\sigma^2_e - \hat{\sigma}^2_{e,k})\) and \(\sigma^2_{n,k} = (\sigma^2_n - \hat{\sigma}^2_{n,k})\). When the model is linear, one can also consider the weight-parameter error \(\hat{w}_k = \sum_i(\hat{w}_i - \hat{w}_i)\); however, the weight error is not a meaningful quantity for neural network models because of the non-uniqueness of solutions. The prediction error can also be considered, defined as \(\hat{x}_k^- = (x_k - \hat{x}_k^-)\), and can be viewed as a function of the estimation error and parameter errors.\(^1\)

If the algorithms are evaluated on a time-series of length \(N\), summing the instantaneous squared errors over \(k \in [1, N]\) produces a number that represents the overall quality of the estimation procedure. This can be done separately for estimation, prediction, and parameter errors.

---

\(^1\)An alternative definition of prediction error, \((y_k - \hat{x}_k^-)\), differs from the above definition by inclusion of the measurement noise \(n_k\).
Computing the overall NMSE facilitates the comparison of algorithms by providing a scalar measure of quality.

However, we are typically interested not only in the overall sum of these squared errors, but also in their values as functions in time. Some information about the time-dependence of the errors can be obtained by summing over shorter segments of the result. For example, summing over the first 100 time steps gives a picture of an algorithm's performance at small times, whereas summing over the last 1000 time steps can show the performance of the algorithm near convergence.

**Error Traces**

Ultimately, however, a time-trajectory of squared errors conveys the most information about the convergence properties of the algorithm. For example, the squared error in the estimate $\hat{\sigma}_{n,k}^2$ of the measurement noise variance will ideally appear as a monotonically decreasing curve when plotted against time. Information about the convergence rate and asymptotic value can be readily discerned from a plot of the ensemble statistics of these curves.

However, a similar plot of the signal estimation error will not be so easy to evaluate; the squared error will generally appear quite noisy and will vary greatly with the instantaneous dynamics of the underlying signal. Even when the model parameters, $w$, $\sigma^2$, and $\sigma_n^2$ are known exactly, a plot of the estimation error from an extended Kalman signal appears highly noisy. The situation is improved somewhat by plotting the short-term MSEs, computed every 50 points over a 500 point window (as shown in the middle plot of Figure 4.2). These smoothed plots, referred to in this thesis as MSE profiles, are easier to interpret than the raw MSEs, but the convergence properties are still not readily discernible. To aid in the interpretation of estimation error plots, it can be useful to compare the MSE profile of the dual estimation algorithm (unknown model) with the profile of the ideal signal estimation result (known model). The difference in these MSE profiles more closely resembles a monotonically decreasing curve, as in the bottom plot of Figure 4.2.

### 4.2.2 Statistical Analysis

When comparing two methods, one must determine whether the perceived difference in their performance is statistically significant. This can be done by repeating the experiment several times, and looking at the ensemble statistics of the loss function taken over different realizations of the data. If the difference between the means of two methods is much greater than the variation seen for an individual method, then the difference is significant.
Sampling Distribution

For a particular algorithmic treatment, the value of the loss function $L(\cdot)$ generally depends on the underlying signal $\{x_k\}^N$, weights $w$, and data $\{y_k\}^N$. As described on page 20, these quantities can be viewed as random samples drawn according to $p_{x_i w y k}^N$. The loss $L(\cdot)$ is therefore a random variable whose probability distribution depends on this joint density function. A particular algorithm can be evaluated by estimating both the mean of $L(\cdot)$ (i.e., the Bayes risk):

$$\mathbb{E}_Y E_{X W | Y} \left[ L(\{x_k - \hat{x}_k\}^N, w - \hat{w} | \{y_k\}^N) \right],$$

and the variance of $L(\cdot)$ empirically, using samples drawn from $p_{x_i w y k}^N$.

For example, $w$ might be sampled according to a multivariate Gaussian distribution around a particular mean. Next, $x_i^N$ can be drawn from $p_{x_i^N | w}$ by generating the initial condition $x_0$ and process noise as Gaussian random variables. Finally, the noisy data $y_i^N$ can be produced by sampling from, for example, $p_{y_i^N | x_i^N w} = N(x_i^N, \sigma_\epsilon^2 I)$, in the white noise case. By repeating this sampling procedure, the statistics of $L(\cdot)$ for a particular algorithm will emerge.

However, varying the weights in this manner can produce widely varying signal dynamics, which would dominate the resultant variation in the loss function. The variance of $L(\cdot)$ for a
particular algorithm would then be quite large, thereby obscuring the difference between the Bayes risk of two algorithms. Ultimately, statistical techniques can be applied to mitigate the problem, but a large number of samples are required for this, resulting in great computational expense. Furthermore, the average error trajectories would be much less meaningful.

A better use of computation time can be made by taking a different approach. Consider the idea that the various algorithms are likely to behave in the same way relative to one another at different points in the weight space. In other words, for a given parameterization of the underlying system, \( f(\cdot, \mathbf{w}) \), the ranking of the algorithms will not depend on the true underlying weights, \( \mathbf{w} \). This means that the conclusions made about the relative performance of algorithms for one system can be generalized to other systems of similar complexity. This assumption can be tested, but it is clearly a highly desirable situation; if it is not true, there is little value in running the comparative experiments in the first place.

Under the above assumption, the evaluations can be performed using a fixed weight vector \( \mathbf{w} \). In other words, \( \rho_\mathbf{w} \) is taken to be singular, producing a fixed value. The experiment can be performed for a few different values of \( \mathbf{w} \) to validate the assumption, but this is not as troublesome as sampling across the space of all possible weight values.

With the weights fixed, sampling across the signal space (varying \( \{x_k\}_1^N \)) amounts to varying the initial conditions \( \mathbf{x}_0 \), and the particular realization of the process noise \( \{u_k\}_1^N \). However, if the signal is ergodic, the statistics of the signal space computed across time will tend toward the ensemble statistics at large values of time \( k \). In other words, taking the ensemble average of the error across different realizations of the signal \( \mathbf{x}_1^N \) should be equivalent to computing the time-average.

Thus, a more efficient use of computational resources is to sample only from \( \rho_x|\mathbf{x}_1^N, \mathbf{w} \) (drawing different realizations of the measurement noise \( \mathbf{n}_1^N \)) while keeping \( \mathbf{w} \) and \( \mathbf{x}_1^N \) fixed. This can be viewed as estimating the outer expectation in Equation 4.2 alone, while computing the inner expectation with a singular density function \( \rho_{\mathbf{x}_1^N, \mathbf{w}} \), located at the known values \( \{x_k\}_1^N \) and \( \mathbf{w} \).

T Test

With \( \rho_{\mathbf{x}_1^N, \mathbf{w} y_1^N} \) in place, and assuming the loss function \( L(\cdot) \) is chosen, the task remains to evaluate the various algorithmic design choices in a set \( A \). If the loss under a particular algorithmic treatment, \( a \in A \), is denoted by the random variable \( L_a(\mathbf{x}_1^N, \mathbf{w}, y_1^N) \), then the ultimate goal is to determine if \( E_Y[L_a] < E_Y[L_b] \) for all pairs \( (a \neq b) \in A \).

This can be accomplished with a paired sample t test, as explained in Appendix I. This test looks at the difference between two treatments, and produces a statistic, called the p-value,
that reflects how likely the difference is to be zero-mean. When the $p$-value is close to zero, the difference between the treatments is significant. If the $p$-value is large, then the data do not support a difference between the treatments.

**Boxplots**

One weakness of the $t$ test comes from its assumption of Gaussianity. Suppose that treatment $b$ is significantly worse on average than treatment $a$, and moreover, is prone to occasional divergence. The problem occurs when $b$ diverges on the $r^{th}$ repetition, causing a difference, $d_{a,b}^{[r]} \triangleq (L_a - L_b)$, much larger than the average difference, $D_{a,b} = \frac{1}{R} \sum_r d_{a,b}^{[r]}$, across $R$ repetitions; this inflates the sample variance of the differences, $s_t^2$. The $t_{a,b}$ statistic makes no distinction between values of $d_{a,b}^{[r]}$ larger than the mean and values smaller than the mean, so even though no differences close to zero are observed, $t_{a,b}$ is decreased, and the $p$-value becomes large. This shortcoming can be compensated for by viewing a boxplot (e.g., see Figure 4.10 on page 133). This plot shows the median, and the upper and lower quartiles of the data with horizontal lines. Vertical “whiskers” show the range of data within a length of 1.5 times the interquartile range, both above and below the inner quartiles. Outliers are points outside of the whiskers, and are plotted separately with a “+” symbol. When all the data are in-range (no outliers), this is indicated by a small dot at the bottom of the lower whisker.

Typically, then, the experimental results in this section are interpreted by making boxplots of the various treatments to show the range of results obtained. Next, the algorithmic treatment $a$ with the smallest sample average of $L_a$ is found, and the $p$-values for the differences between $a$ and each of the other treatments are computed by a paired sample $t$ test to determine whether these differences are significant.

### 4.2.3 Signals

Several different clean time-series are used in the comparative experiments\(^2\). The first two are generated from a known autoregressive function $f(\cdot)$ according to:

$$x_k = f(x_{k-1}, \ldots, x_{k-M}, w) + v_k \quad \forall k \in \{1 \ldots N\}, \quad (4.3)$$

where $v_k$ is a zero-mean white Gaussian process. Initial conditions are obtained by starting at random values of $x$, and running the recursion until the transients disappeared. These transients are then omitted by removing the first several hundred points of the signal. As described below,

\(^2\)Additional, application-specific time-series will be described in later sections.
the first signal uses a linear function for $f(\cdot)$, and the second two use neural networks. The fourth and fifth signals are generated by known chaotic maps.

**Linear AR-10 Signal**

One of the signals used in the experiments is generated by a linear function $x_k = w^T x_{k-1}$ with 10 taps ($M = 10$). This results in a linear IIR (all-pole) model driven by white process noise, commonly referred to as an autoregressive (AR) system [46]. The weight vector and process noise variance used to generate the data are:

$$w = \begin{bmatrix} .9 & .3 & -.4 & 2 & -.1 & 1 & -.3 & .2 & .01 & -.05 \end{bmatrix}^T, \quad \text{and} \quad \sigma_v^2 = .09. \quad (4.4)$$

A portion of signal is shown in Figure 4.3. The main utility of this time-series is that it satisfies all of the assumptions of Gaussianity made in the theoretical development of this thesis. The linear AR data therefore allow testing of the algorithms under “ideal” conditions.

![Figure 4.3: Data generated by 10th order linear AR model.](image)

**Nonlinear Neural Network Signals**

To generate a nonlinear time-series, a feedforward neural network with 10 inputs, 5 hidden units, and 1 output is used as the nonlinear autoregressive function $f(\cdot)$ in Equation 4.3. Two different networks (i.e., with different weights $w$) are used to generate time-series with different dynamical properties; this is useful for testing the hypothesis that the relative performance of different costs should be similar at different points in the weight space.

The first network is driven with white Gaussian process noise with variance $\sigma_v^2 = 0.04$. The resulting signal is shown in Figure 4.4(a), along with a phase diagram of the undriven dynamics (no process noise) in Figure 4.4(b). As shown, a limit cycle is produced: a fairly simple form of nonlinear dynamics.
The second network is driven with white Gaussian process noise with variance $\sigma^2 = 0.36$. The resulting signal is shown in Figure 4.5(a), along with a phase diagram of the undriven dynamics (no process noise) in Figure 4.5(b). The dynamics of this network are considerably more complex than the first, and appear chaotic in nature.
Ikeda Chaotic Series

The Ikeda chaotic map [27] is defined by the discrete-time, complex valued function:

\[ z_{k+1} = a + R \cdot z_k \cdot e^{i \left( \phi - \frac{\pi}{1 + |z_k|^2} \right)} \quad \forall k \in [1, \infty), \quad (4.5) \]

where \( z_0 \) is chosen randomly, \( a = 1, R = 0.9, \phi = 0.4, p = 6 \). A one-dimensional time-series was produced by taking the real part of the data; i.e., \( x_k = \Re(z_k) \). Furthermore, the data are normalized to have zero mean and fall approximately in the range \([-1, 1]\). The time-series is shown in part, along with its phase diagram, in Figure 4.6.

![Ikeda Chaotic Data](image)

(a) Portion of signal  
(b) Phase diagram of signal

**Figure 4.6: Chaotic Ikeda data.**

The linear and neural network models have the advantage that the exact model structure is known in advance, thereby removing any effects which might arise from using a model which is either too flexible or too rigid during the dual estimation process. In contrast, if a neural network is used to model the noisy Ikeda data, the architecture is not known \textit{a priori}, nor are the optimal set of weights \( w \) and variance \( \sigma_w^2 \).

As these parameters are not required for dual estimation, this does not pose any problem for the use of the algorithms. On the other hand, it makes establishing a benchmark result for the known-model case difficult on the Ikeda data. One solution is to train a neural network as a predictor on the clean data, and to interpret this as the true model. However, the chaotic properties of the Ikeda data set make this a difficult modeling problem in its own right, and even when a reasonably accurate model is found, it proves ineffective when used for signal estimation in the Kalman filtering context. The reason for this is probably related to the severity of the
nonlinearities in the system, which disrupt the Gaussianity of the statistics, so that this "true" model is no longer optimal for estimating noisy data.

**Mackey-Glass Series**

A continuous-time chaotic map, first described by Mackey and Glass ([49], 1977) for modeling the dynamics of white blood cell production in the human body, is given by the differential equation:

$$\frac{dx(t)}{dt} = \frac{.2x(t - \tau)}{1 + x^{10}(t - \tau)} - .1x(t).$$

(4.6)

Here, \(\tau\) is delay parameter which results in either fixed point, limit cycle, or chaotic behavior. The system has been used frequently in the literature for testing nonlinear predictive models (e.g., in [40], [85], [31]). The experiments later in this chapter use a delay of \(\tau = 30\), which produces a strange attractor with a fractal dimension near 3.5. Following the convention in the literature, the continuous time signal is sampled every 6 seconds to produce the discrete-time series shown in Figure 4.7.

![Figure 4.7: Data generated by Mackey-Glass equation with \(\tau = 30\) and a sampling period of 6.](image)

**Normalization**

Because the above data sets are generated so as to fall in a reasonable numerical range, normalization is not a critical issue. Nevertheless, to provide consistency, and to allow the use of a common set of initial error covariances \(P_0, Q_0, q_{x,0}\), and \(q_{u,0}\), the noisy time-series are normalized to be zero-mean, and to fall in the range \([-1, 1]\) so that \(\max |y_k| \approx 1\). Of course, the unnormalized time-series is used whenever the true model is employed for signal or variance estimation: the data must match the model in this case.
4.2.4 Measurement Noise

Several different classes of noise are investigated, ranging from stationary white Gaussian noise, to nonstationary colored noise, to pink noise. As explained in Section 4.2.2, several realizations of the noise are required for each noise type. These data are scaled appropriately before adding them to the clean signals, to produce time-series at the desired SNR.

White Stationary Noise

White noise refers to a signal whose value at time $k$ is statistically independent of its value at time $k - 1$. Typically, the pseudorandom numbers generated by a computer can be considered to form a white noise sequence in this sense. As an alternative, the Signal Processing Information Base (SPIB) at Rice University [69] makes available 235 seconds of white noise, which was sampled from an analog noise generator with 16 bit precision at a rate of 19.98 kHz. The original data are in integer format.

To produce the noise samples $\{n_k\}^N_1$ used in these experiments, the SPIB data set was normalized to fall in the $[-1, 1]$ range, and was divided into nonoverlapping segments to produce the required repetitions.

White Nonstationary Noise

Nonstationary white noise data are produced by modulating each of the above stationary noise realizations with a sine wave. The D.C. offset of the sine wave is 1, and the amplitude is 0.2. The period is about 15,000 points, thereby producing a white noise signal with a slowly changing variance $\sigma^2_{n,k}$ (see Figure 4.8). Strictly speaking, the resulting noise is not truly white, but the time-scale of the amplitude modulation is slow enough that the noise remains approximately uncorrelated (white) on smaller time-scales.

![Figure 4.8: White nonstationary noise.](image)
**Autoregressive Colored Noise**

To generate noise with temporal correlations between data points, a linear $5^{th}$-order AR model is used. To ensure that reasonable noise-like dynamics are obtained, the model is itself trained to predict sampled analog pink noise. The noise model parameters are:

$$ w_n = \begin{bmatrix} 0.6297 & 0.0515 & 0.1061 & -0.0024 & 0.0893 \end{bmatrix}^T, \quad \text{and} \quad \sigma^2_{v_n} = 0.09. $$

Generating a noise signal from this AR-5 model ensures that everything about the noise is known.

Note that colored noise of a given power is “less random” than white noise at the same power, because the colored noise has a certain component that is predictable, or deterministic. Hence, the signal estimation NMSEs for a signal corrupted by colored noise are typically less than they are for white noise at the same SNR.

**Autoregressive Nonstationary Noise**

The above noise model can also be used with a time-varying process noise variance, $\sigma^2_{v_n,k}$, to produce a nonstationary colored noise series. Note that the nonstationarity in this case is highly restricted, as the parameters $w_n$ remain constant. The standard deviation of the process noise is modulated as:

$$ \sigma_{v_n,k} = 0.3 \text{gain}_k \quad \text{where} \quad \text{gain}_k = 1 + 0.2 \sin\left(\frac{k}{2000}\right) $$

producing a nonstationarity with a period of about 12,500 points.

**Pink Noise**

While white noise has a flat frequency spectrum, showing equal energy at all frequencies, the power spectral density of pink noise decreases as the inverse of the frequency. Alternatively, it can be described as having an equal amount of energy in each 1/3 octave band. The noise is called “pink” because, if the spectrum were interpreted in the electromagnetic domain as visible light frequencies, the signal would appear as pink light due to its emphasis of longer (red) wavelengths.

The SPIB [69] resource contains pink noise sampled with 16 bit precision at a rate of 19.98 kHz from an analog noise generator. This integer-valued noise is downsampled to 8 kHz and normalized to the range $[-1, 1]$, then segmented into 30,000 point sections. The power spectral density of one such segment is shown in Figure 4.9(b). Unlike the stationary AR-5 noise described above, the true model order of this pink noise is uncertain (as is the weight vector $w$ and variance $\sigma^2_{v_n}$). As with the Ikeda series, the purpose of this data set is to test the algorithms in conditions wherein the correct model structure is not known exactly.
4.3 Synopsis of Results

Numerous experimental results are reported in the subsequent sections of this Chapter, in the form of boxplot figures, summarizing tables, and discussion. Because the results are fairly detailed, this section provides an overview of the major findings in each experiment.

1. Initial Error-Covariances: Appropriate values for the initial covariances, $P_0$ and $Q_0$, are investigated in the context of both linear and neural network signals, using normalized data. The main conclusion from these results is that too large a value of the initial weight covariance, $Q_0$, can sometimes prevent the dual EKF from converging. The results — reported in terms of overall signal NMSE — are generally not very sensitive to the signal covariance, $P_0$. For most cost functions and data sets, $P_0 = 1$ and $Q_0 = .11$ produce good results; however, a later experiment shows that the $J^{mI}(w)$ and $J^{ec}(w)$ costs are prone to stability problems, and require a smaller value of $Q_0 (.011)$ in many circumstances.

2. Variance Estimation: The cost functions for estimating the noise variances are compared (beginning on page 134) using an EKF with known weights, $w$. When estimating $\sigma_v^2$, the joint cost gives the best long-term result on white noise, although it shows slightly slower convergence speed than the maximum-likelihood cost. On colored noise data, the joint cost appears prone to under-estimation of the variance, leaving $J^{mI}(\sigma_v^2)$ as the best choice in this case. For estimating the measurement noise variance ($\sigma_m^2$ or $\sigma_{m^2}$) with $\sigma_v^2$ known, the maximum-likelihood cost was consistently better than any other cost.
The results are less satisfying when both variances are unknown, with the \( J^J(\sigma^2_A) \) replaced as the top choice on white noise by \( J^P(\sigma^2_A) \) and \( J^P(\sigma^2_M) \), and the maximum-likelihood measurement noise variance cost replaced by \( J^{mM}(\sigma^2_M) \) and \( J^{mP}(\sigma^2_M) \) in some cases. Contributing to the variation in results might be the inaccuracies of the EKF signal estimator itself. Fortunately, the results are much more consistent when the weights are estimated as well — with a dual Kalman filter — in the fourth experiment.

3. *Forgetting Factor:* The results reported in this section pertain to the scalar \( \lambda \), used in the weight and variance filters to determine how quickly old data are "forgotten" by an exponential window. For stationary data, a value around \( \lambda_w = 0.9999 \) produces good results, although this number will probably depend on the complexity of the model. Variance estimation involves only a single unknown parameter for each variance filter; less data should therefore be required. A value of \( \lambda_{o2} = 0.9993 \) appears the best for either of the variance filters. Meanwhile, the best choices of forgetting factor on nonstationary data — such as sinusoidally modulated white noise — is dominated by the rate of nonstationarity itself. The value of \( \lambda \) should be as large as possible while still allowing tracking of the noise variance.

4. *Dual Kalman Weight Costs:* The various dual EKF weight costs are compared in Section 4.7 on page 148. With both variances known, the \( J^P(w) \) and \( J^{mP}(w) \) costs excel on white noise, while \( J^J(w) \) and \( J^{mJ}(w) \) do the best with colored noise. However, the maximum-likelihood cost is prone to unstable behavior (an ill-conditioned Hessian); it and the error-coupled joint cost both require a smaller value of \( Q_0 = .01 \) to prevent this, and can go unstable even so.

When the process noise variance, \( \sigma^2_p \), is estimated along with the weights, the rankings of weight estimation costs are much the same. Meanwhile, the variance estimation cost \( J^{mM}(\sigma^2_M) \) is the best across all data sets and SNRs. Estimation of both variances (measurement noise and process noise) shows the maximum-likelihood cost to be the most effective, generally, for estimating \( \sigma^2_A \) (or \( \sigma^2_{o2} \)), as well.

Overall, the dual EKF algorithm works very well, and shows good robustness to uncertainty in the noise variances. Comparing the dual EKF results (both with known and unknown variances) with those of an EKF shows that the dual EKF can actually compensate for the inaccuracies of the EKF in some circumstances, and produce better results than when the weights and noise variances are known (see Figure 4.46 on page 179)!

5. *Static Derivatives in the Dual EKF:* The next experiment explores the effect of using static derivatives in place of the dual EKF's recursive derivatives of \( \dot{x}_k \) and \( P_k \) with respect to \( w \).
As expected, the performance is degraded by this approximation; although the difference is less significant on white noise data, recursive derivatives are play an important role for data in colored noise (see Figure 4.48 on page 182).

6. Joint EKF Performance: In Section 4.9 on page 183, the best dual EKF cost functions are compared with the joint EKF algorithm. There is little difference in performance when both variances are known, except that the dual EKF performs significantly better on the Ikeda data, for which the model structure is unknown. When \( \sigma_u^2 \) is estimated, the joint EKF does significantly better on linear data in white noise, and when tracking nonstationary noise at higher SNRs. However, letting \( \sigma^2_u \) (or \( \sigma^2_w \)) be unknown as well makes the dual EKF the better performer on white noise. The dual EKF is better on the Ikeda data in all cases. In contrast to reports elsewhere in the literature [45, 47, 61] the joint EKF exhibited no stability or convergence problems during these experiments.

7. Model Mismatch Effects: The effect of uncertainty in the model structure is investigated formally in this experiment, and shows that the dual EKF is considerably more robust than the joint EKF to a model structure that is either underparameterized, or overparameterized, with respect to the underlying signal. This form of robustness is important for most applications where the model structure is not known a priori.

8. Over-Training: The experimental results in Section 4.11 on page 192 demonstrate the susceptibility of dual estimation algorithms to over-training whenever a finite data set is used in an iterative fashion. This underscores the importance of an early-stopping technique to maintain good generalization in the test set. The results are otherwise consistent with those for the on-line (infinite data) case.

The above experiments are described in more detail in the following sections.

4.4 Experiment 1: Initial Error-Covariances

The dual EKF algorithm requires initial values for the signal-state covariance, \( P_k \), and the weight covariance, \( Q_k \), at time \( k = 0 \). If the signal has been normalized to be approximately unit variance, then \( P_0 = I \) is a reasonable choice. A reasonable value for \( Q_0 \) is less clear, and involves several factors discussed in Section 3.3.2 on page 62. In addition to finding good initial values, the sensitivity of the dual EKF to these values should be determined.

To obtain this information, the dual EKF is run using three of the five cost functions derived in Chapter 2: the prediction error cost \( J_{PE}(w) \), the joint cost \( J_j(w) \), and the EM cost \( J_{EM}(w) \).
Both the process noise variance $\sigma_w^2$ and measurement noise statistics ($\sigma_n^2$ in the white noise case, $\sigma_v^2$ and $w_n$ in the colored noise case) are known. The forgetting factor $\lambda$, is 1.

Two different noisy data sets are used:

- the AR-10 series with white stationary noise added at 0 dB.
- the chaotic neural network series (NN) with autoregressive stationary noise added at 3 dB.

Each of the two series $\{x_k\}^N$ contains $N = 10,000$ points, and is corrupted with 10 different realizations of the corresponding noise series, for a total of 20 different noisy series $\{y_k\}^N$.

---

Figure 4.10: Overall estimation NMSE statistics. For each of the six different test conditions, boxplots are shown for $P_0$ increasing as $\{.01, .1, 1\}$ from left to right within each panel, and $Q_0$ increasing between panels as indicated. Horizontal lines indicate the median, and upper and lower quartile values, and range of the overall NMSE. The mean values within each $Q_0$ are linked by thin lines, and the choice of $P_0$ and $Q_0$ with the lowest mean NMSE is indicated by a superimposed circle. The $p$-value for the difference between this choice and each of the others is shown along the top of each plot.

The covariances $P_0$ and $Q_0$ are tested at values $P_0 \cdot 1$ and $Q_0 \cdot 1$, respectively, where $P_0$ and $Q_0$ are scalars chosen from $\{.01, .1, 1\}$. Thus, there are a total of 9 different test configurations, tested at 6 different algorithm-data combinations, and with 10 repetitions each.

The most informative performance criterion in this case is the overall estimation error. The
prediction error is strongly correlated with the estimation error, but exhibits lower resolving power because of the inclusion of process noise. The short-term (first 100 point) errors are consistently biased towards small values of both $P_0$ and $Q_0$, which produce lower-variance estimates (at the expense of high bias) before the algorithms have seen enough data to provide reliable results. On the other hand, the final 1000-point NMSE has little dependence on initial parameter values. The error trajectories are fairly consistent across algorithms, and are informative mostly in showing that convergence occurs before the end of the data.

The results are summarized graphically in Figure 4.10. The clearest conclusion is that $Q_0$ should not be as large as $I$. In all cases, the minimum mean NMSE appears for $Q_0 = .1I$, although the difference between $Q_0 = .1I$ and $Q_0 = .01I$ is significant only on the linear data.

Choosing $P_0$ is even more difficult. Setting $P_0 = I$ can be justified on the grounds that it has the lowest mean NMSE in most cases, and never differs from the optimal choice with $p$-value lower than 15%. However, using $P_0 = .1I$ is also reasonable because it never differs with $p$-value lower than 14%, although this choice never attains the lowest mean. While $P_0 = .001I$ gives the minimum in two cases, the advantage is completely insignificant in one of these (AR-10 data, joint cost). Furthermore, it is significantly worse than $P_0 = I$ in two other cases, with a $p$-value of less than 10%.

In any case, the choices $Q_0 = .1I$ and $P_0 = I$ seem to convey a slight advantage, and are used in the remainder of the experiments presented, unless indicated otherwise. Actually, the lack of sensitivity indicated by the paired-sample $t$ tests is somewhat encouraging, because the initial values of the covariances should, ideally, not have a strong effect on the results. The most important condition is that $Q_0$ be small enough to prevent instability.

### 4.5 Experiment 2: Variance Estimation

If the noise variances $\sigma^2_v$ and $\sigma^2_w$ (or $\sigma^2_{v_n}$) are unknown, they must be estimated using, for example, the Kalman variance estimation algorithm given in Formula 3.13. In this case, the error variances of the filters must be initialized, just as is required by the signal and weight filters. However, because the state is one-dimensional in this case, these initial error variances, $q_{v,0}$ and $q_{w,0}$, are scalar-valued. In addition to choosing $q_{v,0}$ and $q_{w,0}$, variance estimation requires choosing a cost function. To simplify the search, the weights $w$ are assumed known, so that only the variances and signal need to be estimated.

An example result for neural network signal in 3dB colored noise is shown in Figure 4.11, in which the estimates $\hat{\sigma}^2_v$ and $\hat{\sigma}^2_{v_n}$ are plotted as functions of time. The true values, $\sigma^2_v$ and $\sigma^2_{v_n}$ are
shown by horizontal lines, for comparison. In this example, the maximum-likelihood cost is used to estimate both variances, and initial error variances are $q_{v,0} = .1$ and $q_{m,0} = .01$. In the following experiments, a variety of cost functions and initial covariance values are tested.

The cost functions and initial variances are evaluated with 15,000 points of chaotic neural network data, corrupted by either white stationary (WS) noise or autoregressive (AR-5) stationary (AS) noise. Both noise types are added to the clean signal at 3 different SNRs: 0 dB, 3 dB, and 7 dB; each of the six noisy signal combinations is replicated 10 times. Boxplots and paired-sample t tests are used to select both $q_0$ values and the best cost function for variance estimation.

All five of the cost functions are tested: prediction error, maximum-likelihood, joint, joint error-coupled, and EM. The initial variances are tested at $q_0 \in \{.001, .01, .1\}$. Other parameter values are $P = I$ and $\lambda = 1$. Matters are complicated somewhat by the fact that sometimes only one of the noise variances might need to be estimated, and sometimes both might. All three possible situations are considered, each tested with 10 repetitions of the 6 different noisy time-series.

### 4.5.1 Estimating the Process Noise Variance

First, consider the case of known measurement noise statistics. If not known a priori, these statistics can sometimes be estimated from portions of the data wherein no signal is present. Because the current experiment also uses a known signal model $f(\cdot)$, only the process noise variance $\sigma_v^2$ and signal are estimated concurrently. The signal is estimated with a standard EKF (Formulae 3.1-3.2), while $\sigma_v^2$ is estimated with the alternative variance filter shown in Formulae 3.12-3.13 on page 78.

The focus of the experiment is on variance estimation, so the variance MSE is a reasonable
Figure 4.12: The average squared-error trajectories of the estimates $\hat{\sigma}_v^2$ are plotted for the three best combinations of $q_{v,0}$ and cost function.

criterion for comparing treatments. Although the signal estimation error is also informative, it tends to be highly correlated with the variance estimation error, and so does not provide any new information.

The algorithms are ranked by time-averaging the squared error of the variance estimates over the final 1000 data points, which provides an evaluation of each algorithm near convergence. For the best three treatments ranked in this way, the squared-error trajectories of the variance estimates, averaged over the ensemble of 10 repetitions, are displayed in Figure 4.12. Separate plots are shown for the three levels each of white and AR-5 noise. The significance of the rankings are indicated by the boxplots in Figure 4.13.

One disadvantage of the squared-error trajectories is that information about the actual values of the estimates is obscured. For example, on the 0dB WS data, the $J^{ec}(\sigma_v^2)$ method shows a minimum in the average squared-error trajectory at around $k = 2000$, followed by an increase in the error. A similar effect is seen in the 3dB AS trajectories near $k = 7000$.

The fact that this is caused by the under-estimation of $\sigma_v^2$ on average by $J^{ec}(\sigma_v^2)$ is evident from the average time trajectories of the variance in Figure 4.14. Although not shown in the figures, $\sigma_v^2$ is under-estimated by $J^{ec}(\sigma_v^2)$ with $q_{v,0} = .001$ in all cases except for 7dB AS noise, on which it converges at too large a value. For $q_{v,0} = .1$, the algorithm can be unstable, generating
Figure 4.13: Variance MSEs computed over the final 1000 points. For each of the six different test conditions, boxplots are shown for $q_{v,0}$ increasing as {.001, .01, .1} from left to right within each panel; each panel represents a different cost function, as indicated. See the caption of Figure 4.10 for additional information.

either very large values, or values close to zero ($\ell \approx -\infty$).

The joint cost $J^J(\sigma_v^2)$ with $q_{v,0} = .01$ is arguably the best choice for white noise. However, on the AS noise, the performance of $J^J(\sigma_v^2)$ is less consistent: at 0dB it under-estimates the variance, while at 7dB it over-estimates the variance (not shown). Slower convergence speed appears to be a general drawback of the $J^J(\sigma_v^2)$ approach; even on white noise, where its final performance is superior, it exhibits slower convergence than the maximum-likelihood or prediction-error cost functions. In fact, for the AS 0dB case, the apparent advantage of the $J^J(\sigma_v^2)$ $q_{v,0} = .001$ treatment is largely a spurious effect of its slow convergence for that value of $q_{v,0}$ (the algorithm has not converged yet). Although not shown in the plots, the $J^J(\sigma_v^2)$ method converges much faster at $q_{v,0} = .01$ and $q_{v,0} = .1$, and for those values under-estimates the variance by a larger amount than the other algorithms over-estimate it.

The maximum-likelihood cost $J^{ml}(\sigma_v^2)$ exhibits fast convergence to good solutions. The method is ranked in the top three on all six data sets, and is arguably the best choice for colored noise. As mentioned above, the second place ranking of $J^{ml}(\sigma_v^2)$ on 0dB AS noise is probably due largely
Figure 4.14: The average trajectories of the variance estimates \( \hat{\sigma}_{v,k}^2 \) are plotted for the three best combinations of \( q_{v,0} \) and cost function.

to the fact that \( J^i(\sigma_v^2) \) has not yet converged at \( N = 15,000 \). Furthermore on 3dB AS noise, the \( J^{ml}(\sigma_v^2) \) and \( J^i(\sigma_v^2) \) methods are not significantly different, showing a p-value of 89%. At 7dB, the \( J^{ml}(\sigma_v^2) \) \( q_0 = .1 \) method conveys a significant advantage. The main deficits of the approach are its high volatility at early times, and its slight tendency towards over-estimation at later times. However, as discussed in Appendix D, an inflated estimate of \( \sigma_v^2 \) can ameliorate the negative effects of the EKF approximation by accounting for the inaccurate mean propagation.

The EM cost over-estimates \( \sigma_v^2 \) in all cases, but by decreasing amounts for higher SNRs. On 7dB AS noise, the method actually places in the top three. However, it is clear that the cost function is not amenable to on-line estimation of \( \sigma_v^2 \). This could be due to approximations made in the E-step, or because the cost function surface is difficult to navigate for some reason.

The prediction error cost, \( J^{pe}(\sigma_v^2) \), does moderately well on the higher SNR cases, but never outperforms the \( J^{ml}(\sigma_v^2) \) method. The MSE trajectories generally show higher volatility, slower convergence, and higher final MSE than their \( J^{ml}(\sigma_v^2) \) counterparts. On WS noise at 7dB, the method comes in second place behind the \( J^i(\sigma_v^2) \) cost, but with only a slightly lower average MSE, and significantly higher variance than the \( J^{ml}(\sigma_v^2) \) cost. This high variance is primarily responsible for the p-value of 19% in this case.
In conclusion, the joint cost is the best choice for estimating $\sigma_v^2$ in white noise, while the maximum-likelihood cost is somewhat preferable in the presence of colored noise. Unlike the weight and signal estimation filters, the variance estimation filter is clearly sensitive (as shown in Figure 4.13) to the value of the initial error variance, $q_{v,0}$. As discussed previously, this value affects how fast the algorithm can converge, and too large a value can cause instability. Moreover, the best choice of $q_{v,0}$ depends on the cost function; for $J_{ml}(\sigma_v^2)$, the best value is $q_{v,0} = .1$, while $q_{v,0} = .01$ is better for $J^j(\sigma_v^2)$. Values of $q_{v,0} = 1$ were found to cause too much instability, and so were not evaluated formally. The conclusions of this experiment are summarized in Table 4.1.

Table 4.1: Best choices of cost function and initial variance $q_{v,0}$ when estimating $\sigma_v^2$ with an EKF using known weights $w$ and measurement noise statistics.

<table>
<thead>
<tr>
<th>SNR</th>
<th>White Stat</th>
<th>AR-5 Stat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost</td>
<td>$q_{v,0}$</td>
</tr>
<tr>
<td>0 dB</td>
<td>$J^j(\sigma_v^2)$</td>
<td>.01</td>
</tr>
<tr>
<td>3 dB</td>
<td>$J^j(\sigma_v^2)$</td>
<td>.01</td>
</tr>
<tr>
<td>7 dB</td>
<td>$J^j(\sigma_v^2)$</td>
<td>.01</td>
</tr>
</tbody>
</table>

4.5.2 Estimating the Measurement Noise Variance

In some applications, a great deal is known in advance about the statistics of the signal, but little is known about its SNR. That is, while the process noise variance $\sigma_w^2$ is known, the variance $\sigma_n^2$ of the measurement noise must be estimated. When the noise is colored, only its power (or equivalently, its process noise variance $\sigma_n^2$) is assumed unknown. This situation might arise if the structure (i.e., the spectral shape) of the noise has been estimated beforehand, and is expected to remain stationary, but the level of the noise is uncertain.

For the colored noise experiments, the exact model $w_n$ of the AR-5 noise is used; this ensures that the true value of $\sigma_n^2$ can be taken as the optimal value against which to compare $\hat{\sigma}_n^2$. For each repetition of the data, initial estimates $\hat{\sigma}_n^2$ are obtained from a 500-point segment of the noise. In the white noise case, $\hat{\sigma}_{n,0}^2$ is estimated via the ad hoc procedure described in Section 3.6.2.

The final 1000-point MSE of the variance estimate is used as the ranking criterion. The error trajectories for the three best treatments, averaged over the ensemble of 10 repetitions, are displayed in Figure 4.15. The significance of the rankings are indicated by the boxplots in Figure 4.16.

The maximum-likelihood method is the best choice on all data sets, and conveys a significant advantage in nearly all cases. The only exception is on the 7dB AS noise, on which the $J^{pe}(\sigma_v^2)$ and EM treatments are not significantly worse, but this sort of equalization among treatments is
to be expected at high SNRs. While the $J_{em}(\sigma_n^2)$ and $J_{pe}(\sigma_n^2)$ costs are nearly always in the top three, they typically converge to significantly higher MSEs than does the $J_{ml}(\sigma_n^2)$ cost.

For the maximum-likelihood method, the choice of $q_{n,0} = .1$ is generally the best on white noise, while a slight but insignificant advantage is conveyed by $q_{n,0} = .01$ on colored noise. Although $q_{n,0} = .1$ actually has a slightly lower final MSE for 7dB AS noise, this small advantage is outweighed by its higher volatility at earlier times.

Table 4.2: Best choices of cost function and initial variance $q_{n,0}$ when estimating $\sigma_n^2$ (or $\sigma_{\nu_n}^2$) with an EKF using known weights $w$ and process noise statistics.

<table>
<thead>
<tr>
<th>SNR</th>
<th>White Stat. Cost</th>
<th>0.1</th>
<th>AR-5 Stat. Cost</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 dB</td>
<td>$J_{ml}(\sigma_n^2)$</td>
<td>q_{n,0}</td>
<td>$J_{ml}(\sigma_{\nu_n}^2)$</td>
<td>q_{n,C}</td>
</tr>
<tr>
<td>3 dB</td>
<td>$J_{ml}(\sigma_n^2)$</td>
<td>q_{n,0}</td>
<td>$J_{ml}(\sigma_{\nu_n}^2)$</td>
<td>q_{n,C}</td>
</tr>
<tr>
<td>7 dB</td>
<td>$J_{ml}(\sigma_n^2)$</td>
<td>q_{n,0}</td>
<td>$J_{ml}(\sigma_{\nu_n}^2)$</td>
<td>q_{n,C}</td>
</tr>
</tbody>
</table>
Figure 4.16: MSEs of $\hat{\sigma}_n^2$ on white noise (left) and $\hat{\sigma}_n^2$ on colored noise (right), computed over the final 1000 points. For each of the six different test conditions, boxplots are shown for $\tilde{q}_n,0$ increasing as {0.001, 0.01, 0.1} from left to right within each panel; each panel represents a different cost function, as indicated. See the caption of Figure 4.10 for additional information.

4.5.3 Estimating Both Noise Variances

When neither the process noise variance $\sigma_n^2$, nor the measurement noise variance $\sigma_n^2$ are known, they must be estimated simultaneously from the data. Because there is a strong interaction between the estimation of the two variances, it is not necessarily true that combining the best individual estimation methods for $\sigma_n^2$ and $\sigma_n^2$ will produce the best result in the present case.

The problem is that some treatments for estimating one of the parameters might be sensitive to errors in the other parameter, and will produce poor results if that parameter is not known exactly. However, rather than exhaustively search the entire space of cost functions and values of $q_0$, it is reasonable to consider combinations of only the best 3 treatments for each of the variances. This means a search space of nine possibilities, where the possibilities will be different for each of the data sets, because the previously chosen best three treatments depend on the noise type and SNR.

Just as when estimating the measurement noise variance alone, the exact model $w_n$ of the AR-5 noise is used, and initial estimates $\hat{\sigma}_n^2,0$ are obtained from a 500-point segment of the noise.
In the white noise case, $\hat{\sigma}^2_{n,0}$ is estimated via the ad hoc procedure described in Section 3.6.2 on page 104. Using these initial estimates of the measurement noise variance, the process noise variance, $\sigma^2_n$, is also initialized by the ad hoc procedure. However, when the measurement noise is colored, the estimates of the autocorrelation $R_{nn}$ and cross-correlation $p_{nn}$ are generally too noisy to produce reliable initial estimates of $\sigma_n^2$, which causes $\hat{\sigma}^2_{n,0}$ to be truncated near zero in some instances. Therefore, the white noise versions of these quantities are used in all cases, with $R_{nn} = \hat{\sigma}^2_{n,k}$ and $p_{nn} = 0$.

The previous pages argued that it is sensible to rank the $\sigma^2_n$ estimation methods using the final 1000-point MSE in $\sigma_n^2$, and to rank the $\sigma^2_n$ estimation methods using the final 1000-point MSE in $\sigma_n^2$. However, it is less clear how to rank algorithms for estimating both $\sigma^2_n$ and $\sigma^2_n$. While signal estimation MSE is a possible criterion, it does not produce the required amount of resolving power for comparing methods. A reasonable solution is to choose the $\sigma^2_n$ and $\sigma^2_n$ methods separately using their respective error criteria as before, but then discard choices which result in a bad interaction. Although this approach may sound somewhat vague, it is clarified in the discussion of the results,
For these experiments, the data length is increased to \( N = 20,000 \) points, to allow additional time for convergence. The 1000-point MSEs of the \( \sigma_n^2 \) estimates are presented in Figure 4.17. Each plot is divided into three panels that correspond to the best three \( \sigma_n^2 \) estimation treatments, ordered in decreasing performance from left to right, as determined when \( \sigma_n^2 \) was known. Within each panel, the \( \sigma_n^2 \) estimation methods are shown in order of decreasing performance from left to right, as determined when \( \sigma_n^2 \) is known.

On all of the data sets, the first panel shows the worst performance, indicating that the ranking determined with known \( \sigma_n^2 \) no longer holds. On the 0dB WS noise, the \( J^{ec}(\sigma_n^2) \) cost (third panel) appears to be the best, although it is not significantly better than using \( J^{nl}(\sigma_n^2) \) with \( J^{em}(\sigma_n^2) \). On the 3dB WS noise, the middle panel contains the best treatment, but there is no significant difference between \( J^{nl}(\sigma_n^2) \) with \( J^{em}(\sigma_n^2) \) in the middle panel and \( J^{pe}(\sigma_n^2) \) with \( J^{nl}(\sigma_n^2) \) in the third panel. The boxplots and displayed p-values are important for reconciling this performance criterion with that based on error in \( \hat{\sigma}_n^2 \).

[Figure 4.18] Boxplots of the \( \sigma_{n,k}^2 \) MSEs computed over the final 1000 points are shown for the combinations of the top 3 \( \text{cost-}Q_0 \) treatments for estimating \( \sigma_n^2 \) and \( \sigma_n^2 \). The \( \sigma_n^2 \) estimation methods vary within each panel each panel, and \( \sigma_n^2 \) costs vary across panels, as indicated.
Figure 4.18 shows box plots for the 1000-point MSEs of the $\sigma_n^2$ (or $\sigma_v^2$) estimates. The plots are organized the same way as in Figure 4.17; the $\sigma_n^2$ methods are listed in order of decreasing performance within each panel. A significant deviation from the original ranking is again evident. For example, for 0dB WS noise, the $J^{\text{em}}(\sigma_n^2) q_0 = .1$ treatment performs better than the top-ranked $J^{\text{ml}}(\sigma_n^2)$ treatment in all three panels.

To reconcile this result with that in Figure 4.17, notice that the $J^{\text{ec}}(\sigma_v^2)-J^{\text{em}}(\sigma_n^2)$ treatment is not significantly worse than the first choice $J^{\text{ec}}(\sigma_v^2)-J^{\text{ml}}(\sigma_n^2)$ treatment in that figure. It is therefore reasonable to select $J^{\text{ec}}(\sigma_v^2)-J^{\text{em}}(\sigma_n^2)$ as the best treatment, although $J^{\text{ml}}(\sigma_v^2)-J^{\text{em}}(\sigma_n^2)$ and $J^{\text{ec}}(\sigma_v^2)-J^{\text{ml}}(\sigma_n^2)$ are also a good choices.

On the 3dB SNR white noise, $J^{\text{ml}}(\sigma_v^2)$ with $q_0 = .1$ retains its top ranking (although not in the first panel). Here, too, the results for the two criterion must be reconciled. This time, the $J^{\text{pe}}(\sigma_v^2)-J^{\text{ml}}(\sigma_n^2)$ is indicated in Figure 4.18, while $J^{\text{ml}}(\sigma_v^2)-J^{\text{em}}(\sigma_n^2)$ is indicated in Figure 4.17. Again the $p$-values can be used to justify choosing $J^{\text{pe}}(\sigma_v^2)-J^{\text{ml}}(\sigma_n^2)$.

Fortunately, on the remainder of the plots, the optimal choices according to $\sigma_v^2$ error and $\sigma_n^2$ error coincide. The best treatments for each of the 6 noise cases are shown in Table 4.3.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Costs</td>
<td>$q_{v,0}$</td>
</tr>
<tr>
<td></td>
<td>$J^{\text{ec}}(\sigma_v^2)$ $J^{\text{em}}(\sigma_n^2)$</td>
<td>.001</td>
</tr>
<tr>
<td>0 dB</td>
<td>$J^{\text{ml}}(\sigma_v^2)$ $J^{\text{ml}}(\sigma_n^2)$</td>
<td>.1</td>
</tr>
<tr>
<td>3 dB</td>
<td>$J^{\text{pe}}(\sigma_v^2)$ $J^{\text{ml}}(\sigma_n^2)$</td>
<td>.1</td>
</tr>
<tr>
<td>7 dB</td>
<td>$J^{\text{pe}}(\sigma_v^2)$ $J^{\text{ml}}(\sigma_n^2)$</td>
<td>.1</td>
</tr>
</tbody>
</table>

### 4.6 Experiment 3: Forgetting Factor

Section 3.3.2 on page 57 introduced a scalar term, $\lambda$, which is used during weight and variance estimation to control the length of an exponentially decaying window over the data. The term is called a “forgetting factor” because, for values less than 1, it prevents data in the more distant past from being used to estimate the parameters: they are “forgotten.”

In the dual estimation context, a forgetting factor is useful even when the underlying system and noise terms are entirely stationary. The justification is mostly heuristic: the signal estimates $\hat{x}_k$ at small times $k$ are inaccurate, so they should not influence the parameter estimation as much as recent, more accurate signal estimates.

When $\lambda = 1$, the filter will eventually converge to its final solution as $k$ approaches infinity.
However, this convergence will generally be slower than necessary because of the inertia of the initial signal estimates. Conversely, while using $\lambda < 1$ can increase the converge rate, the advantage disappears at large values of $k$, and may eventually turn into a disadvantage because of a higher variance in the parameter estimates.

### 4.6.1 Stationary AR-5 Noise

The results described below are obtained by running the dual EKF algorithm on the neural network signal, corrupted by stationary AR-5 noise at 3dB SNR. Initial error covariances are $P_0 = I$ and $Q_0 = .1I$. The joint cost $J^j(w)$ is used for weight estimation, and the maximum-likelihood cost $J^{ml}$ is used to estimate both of the variances, using $q_{v,0} = .1$ and $q_{w,0} = .01$. Figure 4.19 contains boxplots for the signal estimation MSE, computed over all the data, as well as over the first 100 and last 1000 points.

![Figure 4.19: Boxplots of the $\hat{z}_k$ NMSEs computed over 3 different ranges of data are shown for 5 values of $\lambda$.](image)

At very small times, few data are available, and there is no significant difference between different values of $\lambda$. As more data become available, evidence emerges of the tradeoff between too much and too little flexibility. In terms of the overall MSE, the value of $\lambda = 0.9993$ is apparently too small, whereas using $\lambda = 1$ is also disadvantageous. At larger times, the disadvantage of $\lambda = 1$ is reduced, because enough data has been observed to dilute the effects of the early estimates. Values of 0.9998 and 0.9999 appear to give the best results, as shown by the MSEs computed over the last 1000 points in the third panel of the figure.

The situation is clarified somewhat by Figure 4.20, which makes use of the time-averaged MSE profiles described on page 120. The left plot shows the average difference between the MSE profile for the known-model EKF result, and the MSE profile for each of three different forgetting factors. This plot readily shows the convergence behavior as a function of time, but discerning the difference between values of $\lambda$ is difficult. In the right plot the difference is instead computed between each of the MSE profiles, and the MSE profile using $\lambda = 1$. The problem with using
Figure 4.20: MSE profiles of signal estimation error. At 50-point intervals MSEs are computed over the next 500 points to create the profiles. The left graph shows the difference between each profile and the EKF profile. The right graph shows the difference between the $\lambda = 1$ profile and each of the others.

too small a value of $\lambda$ is clearly shown by the highly volatile plot for $\lambda = 0.9993$. The advantage of using $\lambda = 0.9999$ instead of 1 is also evident; the line labelled “mixed” will be explained in subsequent paragraphs.

Figure 4.21 shows the effect of $\lambda$ on estimation of the noise variances. Because these are scalar values, much less data are required to produce reliable estimates, as reflected in the preference for $\lambda = 0.9993$ shown in the boxplots of the final 1000-point MSEs of both $\hat{\sigma}_v^2$ and $\hat{\sigma}_n^2$. The effect of $\lambda$ on the trajectories of these estimates is seen in the bottom two plots of the ensemble-averages.

Figure 4.21: Boxplots show the final 1000-point MSEs for $\hat{\sigma}_v^2$ (left) and $\hat{\sigma}_n^2$ (right). Also shown are the ensemble-averaged trajectories of the variance estimates; heavy horizontal lines indicate the true variance values.
The true value of each variance is indicated for reference by a horizontal line. The clear difference in the optimal values for $\lambda$ used in weight estimation and variance estimation, respectively, justifies using a separate value for each. To test this approach, $\lambda_w = 0.9999$ is used in the weight filter, and $\lambda_{v^2} = 0.9993$ is used in each of the variance filters. The resulting MSE profile is shown in Figure 4.20 and labelled as “mixed”; the overall MSE is significantly improved over the pure $\lambda = .9999$ treatment.

### 4.6.2 Nonstationary White Noise

Dual estimation can also be applied to nonstationary data. By corrupting the neural network signal with the sinusoidally modulated white noise described on page 128, the relative effects of lag misadjustment and noise misadjustment can be observed. The dual EKF was used with costs $J_{pe}(w)$, $J_{pe}(\sigma_{v}^{2})$, and $J_{m1}(\sigma_{n}^{2})$, and initial error covariances $Q_0 = .1I$, $Q_{v,0} = .1$, and $Q_{n,0} = .1$, to produce the results in Figure 4.22.

The signal is stationary, but the noise has a continuously changing variance. Hence, the forgetting factor $\lambda_w$ is fixed at 0.9999 for estimation of the weights, while $\lambda_{v^2}$ is varied across five values. The bottom right plot (showing average trajectories of $\hat{\sigma}_{n,k}^{2}$) shows that a value of $\lambda_{v^2} = 1$ produces a damping effect, with $\hat{\sigma}_{n,k}^{2}$ tending towards a flat line at the DC level of the signal. The boxplots show the overall MSEs for $\hat{\sigma}_{v,n}^{2}$ (left) and $\hat{\sigma}_{v,n,k}^{2}$ (right). At bottom are the ensemble-averaged trajectories of the variance estimates, shown along with the true variances for reference (heavy lines). For weight estimation, $\lambda = 0.9999$ in all cases.
sinusoid, as $k \to \infty$. Values less than 1 show a better ability to track $\sigma_n^2$, with smaller values of $\lambda_{\sigma^2}$ exhibiting less phase lag. Unfortunately, these same $\lambda_{\sigma^2}$ values suffer from higher noise misadjustment because they are based on fewer data points.

The choice of $\lambda_{\sigma^2}$ for use on nonstationary noise is clearly data-dependent, as it depends largely on the rate of nonstationarity. This experiment merely highlights the tradeoffs that must be considered between lag misadjustment and noise misadjustment. It also indicates that the sinusoidally varying noise level used here changes too rapidly for the tracking speed of the algorithm.

As a rule of thumb for choosing $\lambda$, the time-constant $\tau = -1/\log(\lambda)$ of the forgetting window should be approximately the same as $N_{ns}$, the length of an approximately stationary section of the data (see Section 3.6.3). However, if $N_{ns}$ is too short, then the algorithm will not be able to track the changing system, and some sort of iterative, windowed processing must be employed.

### 4.7 Experiment 4: Dual Kalman Weight Costs

With reasonable values for the initial covariances and forgetting factor in place, the cost functions for weight estimation can be compared within the dual Kalman framework. A forgetting factor of $\lambda_w = .9999$ is used for weight estimation, and initial error covariances of $P_0 = I$, and $Q_0 = .1I$ are used in most cases (a smaller value of $Q_0$ is sometimes required for convergence). Results are first generated with the noise variances known, and then with one or both of these variances estimated on-line, at the same time as the signal and weights.

Various combinations of the signal and noise types described in Sections 4.2.3 and 4.2.4 are used in the experiments. Ten repetitions of the noise are used to generate boxplots and $p$-values. Appropriate model structures are chosen for each data set: for the linear and neural network signals, the exact model structures used to generate the data are used by the dual EKF. In the case of the Ikeda signal, a feedforward network with 10 inputs, 8 hidden units, and one output (10-8-1) is used; a linear AR model with $M_n = 10$ is used for the pink noise.

#### 4.7.1 Known Variances

In this set of experiments, the true process noise variance $\sigma^2_n$ is assumed known, as are the measurement noise statistics (either $\sigma^2_w$, or $w_n$ and $\sigma^2_{wn}$). As an example, Figure 4.23 shows the dual EKF estimation of the chaotic neural network signal in 3dB AS noise, using the $J^2(w)$ cost. The estimates are indicated by the heavy curve, the noisy data are shown by ‘+’ signs, and the clean signal appears as a thin curve.
In the following experiments, the weight costs are tested on six combinations of signal and noise, each at four different SNRs.

1. Linear AR-10 data corrupted by white stationary (WS) noise.
2. Limit cycle neural network data corrupted by WS noise.
5. Chaotic neural network data corrupted by nonstationary AR-5 (AN) noise.

The boxplots in Figure 4.24 show the relative performances of the different cost functions on the linear AR-10 data in stationary white measurement noise. The performances of the $J^{nl}(w)$ and $J^{ps}(w)$ costs are very similar, although the former shows some advantage in terms of final 1000-point signal NMSE. Because the model is linear, trajectories of the MSE in the weight estimates can be plotted. Figure 4.25 shows that at low SNRs, $J^{ps}(w)$ provides faster convergence; although not shown, this results in a lower overall signal MSE than $J^{nl}(w)$. Furthermore, $J^{ps}(w)$ is somewhat more robust at 0dB SNR. In terms of signal NMSE, the $J^j(w)$ and $J^{ec}(w)$ costs perform significantly worse at all noise levels. On the other hand, $J^j(w)$ produces results with much less spread in the weight MSE than the other methods; the bias in these weight estimates, however, translates to larger signal estimation NMSEs. Note that this result confirms the qualitative analysis.
Figure 4.24: AR-10 data corrupted by white stationary noise at four different SNRs. On the left, boxplots show the final 1000-point NMSEs for the signal estimates. On the right, the average differenced MSE profiles are shown.
Figure 4.25: Weight estimate MSE trajectories for AR-10 data corrupted by white stationary noise at four different SNRs.
of the joint cost at the end of Chapter 2. The poor performance of the error-coupled joint cost can be interpreted in a similar way, but with an even larger bias than the $J^J(w)$ cost. Meanwhile the EM cost exhibits less volatility in the weight MSE trajectory, at the expense of slower convergence speed.

Similar results are obtained when the stationary white noise is used to corrupt the limit cycle neural network data, as shown in Figure 4.26 on the following page. As an aside, note that the NMSE levels for the limit cycle data are a factor of between 2 and 7 smaller than for the linear AR-10 data. This outcome is surprising because the nonlinear model should involve more approximations. However, it can be explained by the fact that the limit cycle data are more deterministic because its process noise variance, $\sigma^2_n$, is smaller than that of the AR-10 series (.04 vs .09); the increased predictability of the series makes it inherently easier to estimate. A side-effect of a smaller value of $\sigma^2_n$ is that some of the algorithms encounter stability problems when using $Q_0 = .1$. Hence, $Q_0 = .01$ is used on this series instead. Recall from the discussion on page 62 that for small $\sigma^2_n$, $Q_0$ needs to be smaller to keep $(Q_1)^{-1}$ (and subsequent updates) invertible. The cost functions most prone to instability with $Q_0 = .1$ are $J^{ml}(w)$ and $J^{ec}(w)$; coincidentally, these are the only costs that were not evaluated in Experiment 1 when determining the best choice of $Q_0$! However, the EM cost also shows a slight improvement in performance with $Q_0 = .01$, as well.

Figure 4.26 shows that at the lower two SNRs, $J^{pe}(w)$ and $J^{ml}(w)$ are not significantly different, while $J^{ml}(w)$ shows a small (but significant) advantage at higher SNRs. While the joint cost $J^J(w)$ performs better than in the linear model case, it is nonetheless significantly worse than $J^{pe}(w)$ at any SNR. Meanwhile, $J^{em}(w)$ performs very poorly at low SNRs, and is adequate only at the 10dB level. This implies the EM cost might be more sensitive to the EKF approximation required for nonlinear models (see Appendix D).

Figure 4.27 on page 154 shows the results on the limit cycle data in stationary AR-5 noise. Again, $Q_0 = .01$ is used to ensure stability; this drastically improves the performance of $J^{ml}(w)$ and $J^{ec}(w)$, but has little effect on the other costs. At 0dB and 3dB SNR, the maximum-likelihood cost shows the best performance, although $J^J(w)$ is not significantly different at higher SNRs. Meanwhile, $J^{pe}(w)$ and $J^{em}(w)$ are completely unacceptable, and $J^{ec}(w)$ has unstable performance on at least one data repetition at 3dB.

Instability in a modified-Newton algorithm generally can occur when the approximate Hessian (represented by $Q_k^{-1}$ in the dual EKF) becomes ill-conditioned, resulting in numerical problems during its inversion. This situation can arise when $Q_0$ is too large, as described above, or when the cost function surface changes much more rapidly in some parameter directions than in others. Hessian singularity problems in the context of maximum-likelihood estimation are discussed in [26].
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Figure 4.26: Limit cycle neural network signal, corrupted by white stationary noise at four different SNRs. On the left, boxplots show the final 1000-point NMSEs for the signal estimates. On the right, the average differenced MSE profiles are shown.
Figure 4.27: Limit cycle neural network data corrupted by stationary AR-5 noise at four different SNRs. On the left, boxplots show the final 1000-point NMSEs for the signal estimates. On the right, the average differenced MSE profiles are shown.
The instability of $J^{ml}(w)$ at high SNRs and on colored noise is most likely due to the denominator term, $\sigma_{\varepsilon_k}^2$, in the cost function becoming small, which causes the Hessian terms involving $\nabla_w \sigma_{\varepsilon_k}^2$ to grow much larger than the $\nabla_w \sigma_k^2$ terms (see Equation E.38 on page 264). An ill-conditioned Hessian will result if $\nabla_w \sigma_{\varepsilon_k}^2$ is much smaller in some parameter directions than in others. Interestingly enough, the only other cost to exhibit stability problems is $J^{rc}(w)$, which has similar terms involving $\nabla_w g_k$ – its Hessian (see Equation E.22). Instability of the maximum-likelihood cost is more likely to occur on colored noise, and in particular when the noise variances are small (see Equations 3.165 and 3.207).

However, stability can be usually be restored for the $J^{ml}(w)$ and $J^{rc}(w)$ costs by selecting a smaller value of $Q_0$, as was done for the limit cycle data. The effect of $Q_0$ on the stability of the $J^{ml}(w)$ and $J^{rc}(w)$ costs is investigated in Figure 4.28 using the chaotic neural network data.

![Figure 4.28](image)

**Figure 4.28:** Effect of $Q_0$ on stability of dual EKF for the $J^{ml}(w)$ and $J^{rc}(w)$ costs. Boxplots show the overall signal NMSE when estimating the chaotic neural network signal in (a) AR-5 noise and (b) AN noise.
in AS and AN noise. The figure shows boxplots of the overall signal NMSEs, and indicates that while both costs show instability using $Q_0 = .1$, both are stable with $Q_0 = .01$. The algorithms are generally unstable on only a few repetitions of the data, as evinced by the large slope on the line connecting the average NMSE values, or (with $J^{ml}(w)$) the presence of “not-a-number” (NaN) results. These NaN results prevent the calculation of an average NMSE, so no line is drawn. Note that for the repetitions which do not go unstable, the larger value of $Q_0 = .1$ can often produce better results because it provides faster convergence of the algorithm. Nonetheless, stability is of paramount importance; a value of $Q_0 = .01$ should clearly be used for these two costs on the chaotic neural network data.

In the remaining experiments, then, the weight covariance is initialized with $Q_0 = .01$ for $J^{ml}(w)$ and $J^{ec}(w)$, and with $Q_0 = .1$ for other cost functions. The results on chaotic neural network data corrupted by stationary AR-5 noise are shown in the boxplots in Figure 4.29. The joint cost $J^j(w)$ and maximum-likelihood cost $J^{ml}(w)$ perform significantly better than the other costs at most SNRs. The two costs are generally equivalent in performance, although $J^{ml}(w)$ shows a significant advantage at 0dB SNR.

For the results on the chaotic neural network data corrupted by nonstationary AR-5 noise, the NMSE is calculated over all time $k \in [1, N]$ in order to evaluate both convergence and tracking performance of the cost functions. As indicated by the boxplots in Figure 4.30 on page 158, the maximum-likelihood cost $J^{ml}(w)$ is the best choice at all SNRs, although $J^j(w)$ shows a $p$-value of 15 at the 0dB level. At 10dB, an outlier contributes to the $p$-value of 14.

On the Ikeda data, the “known” value of $\sigma^2$ is found by training a neural network of the chosen architecture on the clean data. This is an attempt to find a value of $\sigma^2$ that accounts for the limited modeling capability of the network architecture. Because the true system is purely deterministic, the actual value of $\sigma^2$ is zero; however, this value is clearly inappropriate for the neural network model, and would in any case lead to instabilities in the Kalman filters. The chaotic Ikeda time-series is very difficult to model, and even more difficult when corrupted by noise. The NMSE values shown in the boxplots of Figure 4.31 on page 159 are therefore significantly greater than on the neural network data. Furthermore, the average MSE profiles are shown instead of their difference against the EKF result; this is because the “known” model result is actually worse than the dual EKF result in most cases. At low SNRs, the maximum-likelihood cost shows the best performance, while the $J^{pe}(w)$ and $J^{ec}(w)$ costs perform well at high SNRs. The $J^{ml}(w)$, $J^{em}(w)$ and $J^{ec}(w)$ costs all show instability at 7dB SNR. On these data, the use of $Q_0 = .01$ with $J^{ml}(w)$ and $J^{ec}(w)$ was not helpful: the costs showed as much instability (although at different SNRs) as with $Q_0 = .1$. This underscores the inherent stability problems of these two costs. On
Figure 4.29: Chaotic neural network data corrupted by stationary AR-5 noise at four different SNRs. On the left, boxplots show the final 1000-point NMSEs for the signal estimates. On the right, the average differenced MSE profiles are shown.
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Figure 4.30: Chaotic neural network data corrupted by nonstationary AR-5 noise at four different SNRs. On the left, boxplots show the overall NMSEs for the signal estimates. On the right, the average differenced MSE profiles are shown.
Figure 4.31: Normalized Ikeda data corrupted by stationary pink noise at four different SNRs. Boxplots show the initial, overall, and final NMSEs for the signal estimates.
the other hand, the behavior of $J^J(w)$ is consistently suboptimal, but never unstable. The EM cost generally shows poor performance.

It was hypothesized at the end of Chapter 2 that in comparison to the marginal estimation approaches, the joint cost functions offer the potential for reduced variance in the weight estimates, at the expense of higher bias. However, at that juncture the conditions under which one cost is favored over another could not be predicted. Table 4.4 provides a partial answer to this question by summarizing the best cost functions for the known variance case.

Table 4.4: Best dual estimation cost functions for estimating $w$ when both noise variances are known. Column headings are abbreviations for the four data sets listed on page 149.

<table>
<thead>
<tr>
<th>SNR</th>
<th>AR-10(WS)</th>
<th>NNlc(WS)</th>
<th>NNlc(AS)</th>
<th>NNch(AS)</th>
<th>NNch(AN)</th>
<th>Ikeda(PS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 dB</td>
<td>$J^{pe}(w)$</td>
<td>$J^{pe}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
</tr>
<tr>
<td>3 dB</td>
<td>$J^{pe}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
</tr>
<tr>
<td>7 dB</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
</tr>
<tr>
<td>10 dB</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
<td>$J^{m}(w)$</td>
</tr>
</tbody>
</table>

A few general trends are apparent from the results reported thus far:

1. $J^{m}(w)$ generally provides the best performance on both white and colored noise.

2. $J^{m}(w)$ and $J^{cc}(w)$ are much more sensitive to $\sigma^2$ and $Q_0$ than the other costs, and are more prone to stability problems.

3. $J^{pe}(w)$ can perform better than $J^{m}(w)$ on low SNR white noise, or when $J^{m}(w)$ is unstable. Otherwise, it does not perform as well.

4. $J^{em}(w)$ typically shows mediocre or poor performance, although it sometimes is adequate on high SNR data.

5. $J^{j}(w)$ can perform as well as $J^{m}(w)$ on higher SNR colored noise, and is not as prone to instability. However, $J^{m}(w)$ does significantly better at low SNR and on white noise.

6. $J^{cc}(w)$, like $J^{m}(w)$, exhibits stability problems. It generally performs worse than $J^{j}(w)$, with the exception of the 10dB Ikeda series, on which it performs the best.

The degraded performance of the prediction-error cost relative to $J^{m}(w)$ is somewhat expected because $J^{pe}(w)$ can be viewed as an approximation to $J^{m}(w)$. Apparently, however, this approximation is less severe at lower SNRs, or when signal estimation is more difficult. Furthermore, the quadratic form of the prediction error cost conveys better stability properties.
Regarding the EM cost, although the use of purely static derivatives is justified from a theoretical perspective, this may be partially responsible for the cost's relatively unfavorable performance. In a sequential approach, such as the dual EKF, the information contained in the recurrent derivatives of the state estimate sequence with respect to the weights is fairly crucial. The importance of computing recurrent derivatives is investigated in Section 4.8 on page 180. Otherwise, the poor performance of $J^{em}(w)$ might be due to the approximations made in evaluating the EM cost sequentially.

On white noise and low SNRs, the potential benefits (lower variance) of $J^j(w)$ are outweighed by its short-comings (increased bias). At high SNR, the primary advantage of the joint cost over the maximum-likelihood approach is its superior stability and lower sensitivity to $\sigma^2_v$ and $Q_0$. At low SNRs, the signal estimates, $\hat{x}_k$, may simply be too inaccurate, thereby increasing the bias of the joint cost. Hence, the marginal estimation costs $J^{pe}(w)$ and $J^{ml}(w)$ are favored because they are less sensitive to inaccurate signal estimates. Furthermore, this low SNR effect may also be responsible for the ranking on the Ikeda series, on which the signal NMSE values are especially high. In contrast, one reason for its relative success on colored noise may be that (with $w$ known) for a given SNR, colored noise is effectively less random than white noise because it is partly deterministic. Thus, the bias problem may be less problematic, in general, for colored noise.

The error-coupled joint cost $J^{ec}(w)$ seems to suffer from conflicting requirements. On one hand, the algorithm requires reasonably good signal estimates, so that (as a joint method) its bias does not cause it to perform worse than the marginal approaches. On the other hand, however, the cost is designed to take estimation errors into account, so it will only outperform $J^j(w)$ when the estimation errors are fairly large. Furthermore, it relies somewhat on an assumption that the estimation errors are Gaussian: the approximation will be less severe for small errors than large ones. These factors may account for some of the unpredictability of the results.

### 4.7.2 Unknown Process Noise Variance

In the following set of experiments, the process noise variance $\sigma^2_v$ is unknown; it is estimated concurrently with the signal and weights using the modified variance filter shown in Formulae 3.12 and 3.13 on page 78. The measurement noise statistics (either $\sigma^2_z$, or $w$, and $\sigma^2_v$) are again assumed known. The forgetting factor $\lambda_{\sigma^2_z} = .9993$ is used for variance estimation, and $\lambda_w = .9999$, as before. Initial covariances of $P_0 = I$ and $Q_0 = .1I$ are used, with the exception of $J^{ml}(w)$ and $J^{ec}(w)$, for which: $Q_0 = .01I$.

An example of the simultaneous estimation of the signal, weights, and process noise variance is shown in Figure 4.32, wherein dual EKF estimation of the chaotic neural network signal in 3dB
Figure 4.32: Example of dual EKF estimation of nonlinear time-series in 3dB colored noise, using the $J^J(w)$ and $J^{ml}(a^2_v)$ cost functions. Only the last 150 points are shown. In the bottom plot, the $\hat{a}^2_v$ trajectory is compared with $a^2_v$ (horizontal line).

AS noise is performed with the $J^J(w)$ and $J^{ml}(a^2_v)$ costs. The estimates are indicated by the heavy curve, the noisy data are shown by ‘+’ signs, and the clean signal appears as a thin curve.

Each weight estimation cost is tested in conjunction with the three best costs for estimating $a^2_v$, as determined previously in the known model case of Section 4.5. These are: $J^{pe}(a^2_v)$ with $q_{a,0} = .1$, $J^{ml}(a^2_v)$ with $q_{a,0} = .1$, and $J^J(a^2_v)$ with $q_{a,0} = .01$. Because the limit cycle results in the previous section were shown to be consistent with other results using the same noise type, these data are omitted from the current set of experiments. Only the linear, chaotic neural network, and Ikeda series are considered here.

The boxplots in Figure 4.33 show the relative performance of the different cost function on the linear AR-10 data in stationary white measurement noise. For variance estimation, the success of the $J^{ml}(a^2_v)$ cost is ubiquitous. For weight estimation, the performances of the $J^{ml}(w)$ and $J^{pe}(w)$ costs are very similar, although the prediction error cost has a significant advantage in all cases except the highest SNR. Because the model is linear, trajectories of the MSE in the weight estimates can be plotted along with the squared errors in $\hat{a}^2_{v,k}$ in Figure 4.34. The advantage of the $J^{pe}(w)$ cost can be attributed to an interaction that produces faster convergence of both the weights and the variance estimate $\hat{a}^2_{v,k}$.

Results for the chaotic neural network signal corrupted by stationary AR-5 noise are shown
Figure 4.33: AR-10 data corrupted by white stationary noise at four different SNRs. Boxplots show the initial, overall, and final NMSEs for the signal estimates. As indicated, \( J(\sigma_r^2) \) is varied within each panel, and \( J(w) \) is varied across panels.
Figure 4.34: Weight estimate MSE trajectories, and $\sigma_n^2$ estimate squared error trajectories, for AR-10 data corrupted by white stationary noise at four different SNRs.
in the boxplots in Figure 4.35. Again, the variance estimation cost \( J^{ml}(\sigma^2_v) \) is usually the best performer. For weight estimation, the maximum-likelihood cost \( J^{ml}(w) \) gives the smallest average 1000-point NMSE at higher SNRs, while at 0 dB \( J(w) \) performs the best. Note that at most

![Boxplots showing initial, overall, and final NMSEs for signal estimates.](chart)

Figure 4.35: Chaotic neural network data corrupted by stationary AR-5 noise at four different SNRs. Boxplots show the initial, overall, and final NMSEs for the signal estimates. As indicated, \( J(\sigma^2_v) \) is varied within each panel, and \( J(w) \) is varied across panels.
SNRs, the joint cost $J^J(w)$ does not differ significantly from the best choice, making it a good general-purpose cost. The average differences between the dual estimation MSE profiles and the EKF profiles are shown in Figure 4.36, along with the average variance error trajectories.

Figure 4.36: Ensemble averaged, differenced signal estimate MSE profiles, and variance estimate error trajectories, for chaotic neural network data corrupted by stationary AR-5 noise.
On nonstationary AR-5 noise added to neural network data, the results are very similar to those for stationary noise. As for the known variance case, the overall NMSE is used to rank the cost functions, rather than the final 1000-point NMSE. As indicated by the boxplots in Figure 4.37,

Figure 4.37: Chaotic neural network data corrupted by nonstationary AR-5 noise at four different SNRs. Boxplots show the initial, overall, and final NMSEs for the signal estimates. As indicated, $J(\sigma^2_v)$ is varied within each panel, and $J(w)$ is varied across panels.
Figure 4.38: Normalized Ikeda data corrupted by stationary pink noise at four different SNRs. Boxplots show the overall and final 1000-point NMSEs for the signal estimates. As indicated, \( J(\sigma^2_v) \) is varied within each panel, and \( J(w) \) is varied across panels.
the joint cost $J^j(w)$ is the best choice at 0dB and 3dB SNR, and $J^{ml}(w)$ is better at the higher SNRs.

The NMSE values for the Ikeda data are shown in the boxplots of Figure 4.38. It is interesting to note that the performance here is actually better than in the "known $\sigma_v^2$" case, where a value obtained from training a predictor on clean data was used. Again, the maximum-likelihood weight cost $J^{ml}(w)$ is superior at 0dB SNR, whereas $J^{ec}(w)$ is better at higher SNRs. However, the advantage of the error-coupled weight cost over $J^{ml}(w)$ at the higher two SNRs is not very significant; although the $J^{ec}(w)$ is listed in Table 4.5, this choice is fairly arbitrary.

Table 4.5 summarizes the best cost functions when $\sigma_v^2$ is unknown. Because $J^{ml}(\sigma^2)$ is the best cost for estimating $\sigma_v^2$ in nearly all cases, it is not listed explicitly. Notice that the instability problem of the maximum-likelihood cost does not affect variance estimation, as the second derivative $\frac{\partial^2 J^{ml}}{\partial \sigma^2}$ is a scalar, and therefore cannot be "ill-conditioned." The weight cost choices largely mirror those given in Table 4.4, with only a few changes. Comparing the various boxplots with

<table>
<thead>
<tr>
<th>SNR</th>
<th>AR-10(WS)</th>
<th>NNch(AS)</th>
<th>NNch(AN)</th>
<th>Ikeda(PS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 dB</td>
<td>$J^{pc}(w)$</td>
<td>$J^j(w)$</td>
<td>$J^j(w)$</td>
<td>$J^{ml}(w)$</td>
</tr>
<tr>
<td>3 dB</td>
<td>$J^{pc}(w)$</td>
<td>$J^j(w)$</td>
<td>$J^j(w)$</td>
<td>$J^{ml}(w)$</td>
</tr>
<tr>
<td>7 dB</td>
<td>$J^{pc}(w)$</td>
<td>$J^{ml}(w)$</td>
<td>$J^{ml}(w)$</td>
<td>$J^{ec}(w)$</td>
</tr>
<tr>
<td>10 dB</td>
<td>$J^{pc}(w)$</td>
<td>$J^{ml}(w)$</td>
<td>$J^{ml}(w)$</td>
<td>$J^{ec}(w)$</td>
</tr>
</tbody>
</table>

the known $\sigma_v^2$ case shows the weight costs are generally robust to initial inaccuracies in $\sigma_v^2$, and that the variance estimation filter is highly effective. In most cases, the final 1000-point NMSEs are not significantly different from when $\sigma_v^2$ is known. One exception is the improvement in the Ikeda results, discussed above. Another notable exception is that $J^j(w)$ actually improves its performance at lower SNRs when $\sigma_v^2$ is being estimated; this may be a result of a larger value of $\sigma^2_{\epsilon,k}$ accounting for errors in the model, much in the way the $J^{ec}(w)$ cost was designed (but generally fails) to work. This effect seems to be responsible for the top ranking of $J^j(w)$ on the chaotic neural network in 0dB AN noise.

### 4.7.3 Both Variances Unknown

Recall that the signal is characterized by both the model weights, $w$, and the variance of the process noise, $\sigma_v^2$. The process noise often represents the stochastic component of the dynamics not represented by the model; hence, the process noise variance depends on specification of the
model. Therefore, a scenario in which the process noise variance $\sigma_p^2$ is known, but the weights and measurement noise variance are not, is relatively unlikely. This case is therefore not investigated experimentally.

Rather, in this set of experiments both the process noise variance, $\sigma_p^2$, and measurement noise variance, $\sigma_n^2$ ($\sigma_{v_n}$ for colored noise), are assumed unknown. Each is estimated along with the signal and weights using a modified variance filter shown in Formulae 3.12 and 3.13 on page 78. For colored measurement noise, the model $\mathbf{w}_n$ is assumed known. The forgetting factors used for variance estimation are: $\lambda_{\sigma_p^2} = .9993$ and $\lambda_{\sigma_n^2} = .9993$.

An example of dual EKF estimation with unknown variance is shown in Figure 4.39. In the top plot, the estimates are indicated by the heavy curve, the noisy data are shown by '+' signs, and the clean signal appears as a thin curve.

![Dual EKF Estimate with Unknown Variances](image)

**Figure 4.39:** Example of dual EKF estimation of nonlinear time-series in 3dB colored noise, using the $J^2(\mathbf{w}) \ J^{ml}(\sigma_p^2)$ and $J^{ml}(\sigma_{v_n}^2)$ cost functions. Only the last 150 points are shown. In the bottom two plots, the $\hat{\sigma}_v^2$ and $\hat{\sigma}_{v_n}^2$ trajectories are compared against their true values (horizontal lines).
The following results provide a comparison of various dual EKF cost functions. As in the previous group of experiments, four data sets are used: AR-10 in WS noise, chaotic neural network in AS and AN noise, and the Ikeda series in pink noise. Because the stability problems of $J_{ml}(w)$ and $J_{em}(w)$ do not arise on the AR-10 and Ikeda signals, the smaller initial weight covariance $Q_0 = .01I$ is used for these costs only on the neural network data; $Q_0 = .1I$ is used everywhere else. The signal covariance is initialized by: $P_0 = I$.

On each of the four data sets, the three or four most promising weight estimation costs are tested in conjunction with the three best costs for estimating the measurement noise variance, as determined in Section 4.5. These are: $J_{pe}(\sigma_n^2)$, $J_{ml}(\sigma_n^2)$, and $J_{em}(\sigma_n^2)$, with initial error variance $q_{n,0} = .1$ used for white noise, and $q_{n,0} = .01$ used when the noise is colored. In light of the previous group of experimental results, the cost for estimating $\sigma_v^2$ is fixed at $J_{ml}(\sigma_v^2)$ with $q_{v,0} = .1$.

On the linear AR-10 signal corrupted by stationary white measurement noise, the weight costs $J_{pe}(w)$, $J_{ml}(w)$, $J_{em}(w)$, and $J^1(w)$ are tested. The boxplots in Figure 4.40 show the final 1000-point signal estimation NMSEs of the different combinations of cost functions. For weight estimation, the $J_{ml}(w)$ and $J_{pe}(w)$ costs perform similarly, although the maximum-likelihood cost shows a slight advantage at higher SNRs. Unfortunately, while the variance estimation costs show more distinct differences in performance, there is little consistency between noise levels: at 0dB, $J_{pe}(\sigma_n^2)$ has the best performance, although it shows the widest range in its weight MSEs; at 3dB SNR, $J_{pe}(\sigma_n^2)$ and $J_{em}(\sigma_n^2)$ are not significantly different, but $J_{pe}(\sigma_n^2)$ shows an advantage in terms of weight error; at 7dB, $J_{ml}(\sigma_n^2)$ and $J_{em}(\sigma_n^2)$ appear equivalent, but $J_{em}(\sigma_n^2)$ shows convergence to significantly lower weight MSE in Figure 4.41 on page 173; finally, at 10dB, $J_{ml}(\sigma_n^2)$ is significantly better than the other costs. Ideally, then, $J_{pe}(\sigma_n^2)$ should be used at lower SNRs, $J_{em}(\sigma_n^2)$ at medium SNRs, and $J_{ml}(\sigma_n^2)$ should be used at higher SNRs. This is clearly an undesirable situation because the SNR will generally not be known in advance (we are, after all, estimating $\sigma_n^2$). However, the penalty for selecting a suboptimal cost is not terribly high in this case; any of the top three costs will yield good performance.

The results for the neural network data in stationary AR-5 noise are considerably more consistent. As shown in Figure 4.42 on page 174, the final 1000-point NMSE is almost always lowest for the $J_{ml}(\sigma_v^2)$ variance cost. The $J^1(w)$ weight cost does the best at low SNRs, while $J_{ml}(w)$ is better at high SNRs.

In nonstationary colored noise, the results are ranked according to the overall signal NMSE. Figure 4.43 is largely consistent with the stationary noise results, with $J^1(w),J_{ml}(\sigma_v^2)$ the best choice at low SNRs, and $J_{ml}(w),J_{em}(\sigma_v^2)$ better at 10dB. At 10dB, the joint cost actually appears to suffer from some stability problems, and gives its best performance in combination with the
Figure 4.40: AR-10 data corrupted by white stationary noise at four different SNRs. Boxplots show the final 1000-point NMSEs for the signal estimates.
Figure 4.41: AR-10 data corrupted by white stationary noise at four different SNRs. Boxplots show the final 1000-point weight MSEs.
Figure 4.42: Chaotic neural network data corrupted by stationary colored (AR-5) noise at four different SNRs. Boxplots show the final 1000-point NMSEs for the signal estimates.
Figure 4.43: Chaotic neural network data corrupted by nonstationary colored (AR-5) noise at four different SNRs. Boxplots show the final 1000-point NMSEs for the signal estimates.
Figure 4.44: Chaotic neural network data corrupted by nonstationary colored noise at four different SNRs. Boxplots show the final 1000-point NMSEs for the variance estimates, $\hat{\sigma}_w^2$. 
Figure 4.45: Normalized Ikeda map data corrupted by stationary pink noise at four different SNRs. Boxplots show the final 1000-point NMSEs for the signal estimates.
J_{em}(\sigma_{v_n}^2) variance cost, which is otherwise a suboptimal choice. As with J_{ml}(w), better results might be obtainable by using Q_0 = .01 for the joint weight cost at 10dB.

Figure 4.44 on page 176 shows the overall \sigma_{v_n}^2 NMSEs, along with the average trajectories of \hat{\sigma}_{v_n,k}. The best performance is generally provided by J_{ml}(\sigma_{v_n}^2). Although the J_{pc}(\sigma_{v_n}^2) cost does a better job of tracking the nonstationarity, its higher volatility hurts its overall performance. Note that at 10dB the J_{em}(\sigma_{v_n}^2) cost displays a very slow time constant, resulting in significant lag misadjustment.

Figure 4.45 shows the results on the Ikeda series with additive pink noise. At 0dB and 3dB, J_{ml}(w) is the best weight cost in terms of final 1000-point signal NMSE; at 7dB and 10dB SNR, it is not distinguishable from J_{pc}(w). However, both the maximum-likelihood and error-couple costs shows signs of instability at the 3dB and 7dB noise levels, making comparison difficult. Although better performance can be achieved by using Q_0 = .01 for the initial weight covariance of these costs, this figure helps underscore their susceptibility to unstable behavior. For variance estimation, J_{ml}(\sigma_{v_n}^2) and J_{pc}(\sigma_{v_n}^2) show statistically equivalent performance at all SNRs (when paired with J_{ml}(w)). The EM variance cost is significantly worse at all but the highest SNR.

An examination of the boxplots shows again that the dual EKF costs are highly robust to inaccuracies in the noise variances, and that the variance estimation filters generally provide good performance. The best cost functions when both variances are unknown are summarized in Table 4.6.

Table 4.6: Best dual estimation cost functions when estimating w, \sigma_w^2, and \sigma_{v_n}^2 (or \sigma_{v_n}^2). The process noise is estimated using the cost J_{ml}(\sigma_n^2), as determined previously. Each row indicates the SNR of the noisy data. Column headings are abbreviations for the data sets listed on page 171.

<table>
<thead>
<tr>
<th>SNR</th>
<th>AR-10(WS)</th>
<th>NNch(AS)</th>
<th>NNch(AN)</th>
<th>Ikeda(PS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 dB</td>
<td>J_{ml}(w)</td>
<td>J_{pc}(\sigma_n^2)</td>
<td>J_{pc}(\sigma_{v_n}^2)</td>
<td>J_{pc}(\sigma_{v_n}^2)</td>
</tr>
<tr>
<td>3 dB</td>
<td>J_{ml}(w)</td>
<td>J_{pc}(\sigma_n^2)</td>
<td>J_{pc}(\sigma_{v_n}^2)</td>
<td>J_{pc}(\sigma_{v_n}^2)</td>
</tr>
<tr>
<td>7 dB</td>
<td>J_{ml}(w)</td>
<td>J_{ml}(\sigma_n^2)</td>
<td>J_{ml}(\sigma_{v_n}^2)</td>
<td>J_{ml}(\sigma_{v_n}^2)</td>
</tr>
<tr>
<td>10 dB</td>
<td>J_{ml}(w)</td>
<td>J_{ml}(\sigma_n^2)</td>
<td>J_{ml}(\sigma_{v_n}^2)</td>
<td>J_{ml}(\sigma_{v_n}^2)</td>
</tr>
</tbody>
</table>

4.7.4 Effect of Prior Knowledge

It is interesting at this point to stop and compare the best signal estimation results when estimating the signal, weights, and both variances using a dual Kalman filter or dual EKF, with results that can be obtained when the variances are known, or when applying a Kalman filter or EKF using the known model and noise variances. Figure 4.46 provides such a comparison in the form of boxplots of the final 1000-point signal NMSE, when estimating the AR-10 signal in white noise and the
Final 1000-point NMSE

Figure 4.46: Final 1000-point signal NMSEs when the signal, model, and noise variances are all estimated (by a dual Kalman filter), when only the variances are known (signal and model estimated by dual Kalman filter), and when everything is exactly known (signal estimated by Kalman filter or EKF).
chaotic network signal in stationary colored noise, with \( N = 20,000 \) points of data at 4 different SNRs each. On the linear data, \( J_{m}(w) \) is used for weight estimation, and \( J_{j}(w) \) is used on the neural network data; \( Q_{0} = .1 \) is used in both cases.

The results on the linear data are as expected: prior knowledge of the true model and noise statistics gives a significant performance advantage (although the difference is too small to see from a plot of the signal estimates). This advantage diminishes slowly as the SNR increases and the signal estimation problem becomes less difficult. Interestingly, knowledge of the noise variances has at least as big an impact on performance as does knowledge of the weights; at 10 dB SNR, the known variance results and Kalman filter results are indistinguishable.

However, on the nonlinear data, something interesting occurs: at low SNRs, the dual EKF with unknown variances actually performs better than the EKF. Why is this so? The most plausible explanation is that the Taylor series approximations inherent in the EKF algorithm make it a suboptimal estimator. However, the inaccuracies in the filter are partially compensated for by adjusting the values of the noise variances, and to a lesser extent, adjusting the model itself. Furthermore, the approximations made by the EKF are more severe when the signal error covariances \( P_{k} \) are on the same scale as the curvature of the nonlinearities. This is more likely to happen with noisier data, or with strongly nonlinear signals. Note that the effect is absent at higher SNRs, and on the linear data.

Hence, it is evident from Figure 4.46 that the dual Kalman filter converges to solutions which are both reasonably close to the KF results on linear data, and which are potentially better than estimates produced by the EKF on noisy nonlinear data.

### 4.8 Experiment 5: Static Derivatives in the Dual EKF

Section 3.6.1 showed recursive equations for the derivatives of the prediction \( \hat{x}_{k+1} \) and estimate \( \hat{x}_{k} \) with respect to the weights \( \hat{w} \) and variances \( \hat{\sigma}^{2} \). In some situations, the expense associated with these computations is too high, and a cheaper alternative must be considered. One such alternative simply ignores the dependence of the state estimate \( \hat{x}_{k} \) on the weights. This allows the derivative of the prediction to be computed as the partial derivative of the model with respect to the weights alone, and greatly reduces the computational cost. However, ignoring the derivative of the estimate, \( \hat{x}_{k} \), also has a rather significant effect on the form of the joint cost functions \( J_{j}(w) \) and \( J_{cc}(w) \), both of which include the signal estimate \( \hat{x}_{k} \) in one of their terms.

Figure 4.47 shows the effect of using static derivatives when estimating the chaotic neural network time-series in 3dB colored noise. The difference between the static and full derivative
estimates is slight enough that it is difficult to see on the scale of the estimates; the bottom plot shows the difference at 10 times the scale of the top plot.

![Dual EKF Estimate with Known Variances](image1)

**Figure 4.47:** The effect of static derivatives on dual EKF estimation of the chaotic neural network time-series in 3dB colored noise, using the $J^2(w)$ cost and known noise variances. The bottom plot shows the difference between estimates using the static derivatives ('x' in top plot), and the full derivatives (heavy curve in top plot).

The general effect of the simplification on algorithm performance is shown in Figure 4.48, using the AR-10 and limit cycle data sets in white noise, the chaotic neural network data in both stationary and nonstationary AR-5 noise, and the Ikeda series in pink noise. In all cases, both variances are assumed known.

On each data set, the signal NMSE for one choice of cost function is shown, followed by the performance when that cost is used with static derivatives. The initial covariance is $Q_0 = .1I$ in all cases. On the two data sets with white noise, the effect is negligible, although the average NMSE is slightly higher with static derivatives in seven of the eight examples. However, the performance difference is much more noticeable on the three colored noise data sets, and is significant in nine of the twelve cases.
Figure 4.48: The effect of using static derivatives of $f(\cdot)$ in the dual EKF, rather than full recurrent derivatives. The static derivative plots are labeled with a prime (') in the superscript. Boxplots show the final 1000-point signal NMSEs on all data sets, except on the chaotic NN (AN) data (fourth column), in which the overall signal NMSE is used.
4.9 Experiment 6: Joint EKF Performance

In this section, the performance of the joint EKF (JEKF) algorithm is compared with that of the dual EKF (DEKF). The three cases: noise variances known; $\sigma^2$ unknown; and both noise variances unknown, are all considered using the same data and settings of parameters $\lambda$, $P_0$, etc., as in Section 4.7. In each case, the joint EKF performance is compared against the performance of the best dual EKF cost function for that particular data set and SNR.

Following comments made in [45, 47, 61] regarding convergence problems of the joint EKF, and our own analysis (see Section 3.4.1) of the difficulties of this approach, the joint EKF might be expected to generally perform somewhat worse than the dual EKF. However, these experiments show that the joint EKF can, in fact, give the same or better performance as the dual EKF in many cases.

4.9.1 JEKF: Known Variances

Figure 4.49 shows the results when both noise variances are known. In the white noise experiments, shown in the left two columns, there is generally no significant difference in performance between the dual EKF and joint EKF. Nonetheless, the joint EKF is favored on the linear data by its slightly lower average NMSE in all cases (the advantage is significant at 3dB). The results are considerably more mixed on the limit cycle data. A similar story is told by the stationary and nonstationary AR-5 noise results, shown in the third and fourth columns. Here, the joint EKF shows a slight advantage at 0dB, and the dual EKF does somewhat better at 10dB. Note that the performance on the AN noise is measured in terms of overall NMSE, and so contains information about the tracking behavior of the algorithms.

The results are much more striking on the Ikeda series; here, the dual EKF shows a distinct advantage at every SNR. There are a couple of possible causes for this outcome. First, the nonlinearity of the Ikeda map may actually be severe enough so that the additional nonlinearity of the joint state space hurts the JEFK's performance. Second, recall that the process noise variance $\sigma^2$ is not accurately known for the Ikeda series; it is possible that the JEFK is more sensitive to this inaccuracy than the DEKF, and its performance suffers as a result. This hypothesis is in agreement with an observation in [45] about the JEFK's sensitivity to the noise variances.

4.9.2 JEKF: Unknown Process Noise Variance

The case of $\sigma^2$ unknown is considered in Figure 4.50. The results are very similar to the known variance case, except that the significance of the JEFK’s advantage is generally increased in the
Figure 4.49: The performance of the joint EKF compared with the best dual EKF cost functions, when both noise variances are known. Boxplots show the final 1000-point signal NMSEs on all data sets, except on the chaotic NN (AN) data (fourth column), in which the overall signal NMSE is used.
Joint EKF Comparison: Known $\sigma^2_m$

<table>
<thead>
<tr>
<th></th>
<th>AR-10(WS)</th>
<th>NNch(AS)</th>
<th>NNch(AN)</th>
<th>Ikeda(PS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 dB</td>
<td>0.38</td>
<td>0.22</td>
<td>0.33</td>
<td>0.18</td>
</tr>
<tr>
<td>1 dB</td>
<td>0.37</td>
<td>0.17</td>
<td>0.34</td>
<td>0.27</td>
</tr>
<tr>
<td>2 dB</td>
<td>0.36</td>
<td>0.16</td>
<td>0.35</td>
<td>0.16</td>
</tr>
<tr>
<td>3 dB</td>
<td>0.35</td>
<td>0.17</td>
<td>0.36</td>
<td>0.27</td>
</tr>
<tr>
<td>4 dB</td>
<td>0.34</td>
<td>0.18</td>
<td>0.37</td>
<td>0.18</td>
</tr>
<tr>
<td>5 dB</td>
<td>0.33</td>
<td>0.19</td>
<td>0.38</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Figure 4.50: The performance of the joint EKF compared with the best dual EKF cost functions, when only the measurement noise statistics are known. Boxplots show the final 1000-point signal NMSEs on all data sets, except on the chaotic NN (AN) data (fourth column), in which the overall signal NMSE is used.
Joint EKF Comparison: Known \( \sigma^2_{\epsilon} \)

NNch in AN noise

Avg. Differenced MSE profile

Ikeda in PS noise

Avg. MSE profile

Figure 4.51: Averages of the differenced signal MSE profiles on NNch(AN) data (left), and the signal MSE profiles on the Ikeda(PS) data (right). Only the measurement noise statistics are known. In each plot, the joint EKF is compared against the best dual EKF cost, as listed in Figure 4.50.
first three columns (the limit cycle data were not tested). On the WS noise examples, the p-value is less than 2% for SNRs of 3dB and higher; the DEKF and JEKF results remain statistically equivalent at 0dB. On the chaotic neural network data (second and third columns), the relative performance of the JEKF improves noticeably from the known variance case.

On the Ikeda data, the DEKF retains its significant advantage, although the JEKF appears to perform more consistently than before, and at a smaller deficit in its average NMSE than when the variance is (incorrectly) known. This last observation agrees with the conjecture that the JEKF is not robust to inaccuracies in $\sigma^2$. Nonetheless, as shown by the average MSE profiles in the right side of Figure 4.51, the JEKF is less robust on the Ikeda data than the DEKF; at 0dB and 7dB SNR, noticeable spikes appear in the JEKF profiles near $k = 18,000$. Meanwhile, the left side of the figure shows the JEKF’s superior convergence properties on the chaotic neural network data in nonstationary noise (at most SNRs).

4.9.3 JEKF: Both Variances Unknown

Finally, the joint EKF and dual EKF are compared when both noise variances are estimated online. Figure 4.52 shows that on the white noise data (left column), the JEKF is significantly less robust to inaccuracies in $\sigma^2$ than the dual EKF algorithm: the dual EKF with $J^m(w)$ shows a definite advantage at all SNRs. On the autoregressive noise (AS and AN, middle columns), as well as on the Ikeda series in pink noise (right column) the relationship between the two algorithms shows little change from when $\sigma^2$ is known: the joint EKF maintains its advantage on the neural network series, while the dual EKF does significantly better on the Ikeda data.

Figure 4.53 shows the ensemble averages of the differenced MSE profiles for the JEKF and dual EKF on the AR-10 (WS) data and neural network (AS) data. Note that the relative performance of the joint EKF appears to improve with increasing SNR.

The experimental results in this section can be summarized by the following observations:

1. The performances of the two algorithms are similar when both the model structure and measurement noise variance are known exactly, although the joint EKF shows a slight (usually insignificant) advantage.

2. On the Ikeda data, the dual EKF algorithm provides significantly better performance. Here, the nonlinearities are more severe, and the appropriate model structure for the neural network is uncertain.
Figure 4.52: The performance of the joint EKF compared with the best dual EKF cost functions, when estimating both noise variances. Boxplots show the final 1000-point signal NMSEs on all data sets, except on the chaotic NN (AN) data (fourth column), in which the overall signal NMSE is used.
Joint EKF Comparison: Unknown Variances
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Avg. Differenced MSE profile

NNch in AS noise
Avg. Differenced MSE profile

Figure 4.53: Averages of the differenced signal MSE profiles on AR-10(WS) data (left), and neural network (AS) data (right). In each plot, the joint EKF is compared against the best dual EKF cost, as listed in Figure 4.52.
3. When the process noise variance is unknown, the joint EKF gains a significant advantage for white noise at medium to high SNRs. Although the stationary colored noise results do not favor either algorithm, the results in nonstationary noise indicate the joint EKF possesses superior tracking performance when $\sigma_n^2$ is unknown. The dual EKF maintains its advantage on the Ikeda data.

4. When both variances are unknown, the advantage of the joint EKF on WS noise is completely reversed. However, the algorithms remain indistinguishable on AS noise, and the joint EKF exhibits better robustness on AN noise. The ranking of the Ikeda results is mostly unchanged.

Overall then, the joint EKF appears more sensitive than the dual EKF to factors that increase estimation error, such as: low SNR, incorrect noise variances, uncertain model structure, and highly nonlinear dynamics. In fact, all of these effects can be interpreted in terms of the additional source of nonlinearity – and hence, linearization error – inherent to the joint EKFs concatenated state-space realization. The larger the state covariance $\mathbf{P}_k$ (relative to the scale of the underlying nonlinearities), the more severe the approximation imposed by the linearization of the EKF. Of course the dual EKF also requires linearization; the point is that the additional nonlinearity of the joint state-space model makes this effect more pronounced for the joint EKF.

Nevertheless, the performance of the joint EKF is quite good in many cases. Furthermore, its lack of recurrent derivative computations can mean computational savings, although these are potentially offset by the larger dimension of the joint state vector (see Section 3.6.5 on page 112).

### 4.10 Experiment 7: Model Mismatch Effects

In most applications, the most appropriate model structure for the data is not known beforehand. The experimental results in this section address the robustness of the algorithms and cost functions in the face of model structure uncertainty.

Experiments are run on the chaotic neural network series corrupted by stationary AR-5 noise, at 3dB SNR. As just shown, the performances of the dual EKF (using $J^{m}(w)$ and $J^{j}(w)$) and joint EKF can be compared using the known 10-5-1 architecture that generated the signal, and the known noise parameters: $w_n$, $M_n = 5$. Here, the performances are evaluated using two additional (incorrect) model structures:

1. A 5-2-1 neural network architecture, and $M_n = 3$ order noise model.

2. A 10-8-1 neural network architecture, and $M_n = 10$ order noise model.
Figure 4.54: The effect of incorrect model structure on the relative performances of the joint EKF and two dual EKF cost functions, when estimating both noise variances. Boxplots show the final 1000-point signal NMSEs on the chaotic neural network series in 3dB AS noise. The middle plot represents the model structure actually used to generate the data.

The first structure is too rigid for the data; the second structure is overly flexible. As an additional source of error, the noise model $w_n$ is estimated in both cases from a fairly short section (500 point) of the noise data. Both of the variances: $\sigma^2_c$ and $\sigma^2_{w_n}$, are estimated on-line using $J^{ml}(\sigma^2)$, as before.

The lefthand plot of Figure 4.54 shows the final 1000-point signal NMSE of the three algorithms on model structure (1); results for the “correct” structure appear in the middle plot; the righthand plot shows the performance with structure (2). As expected, the performance of all algorithms is noticeably degraded by using the inappropriate model size. However, it is also clear that the joint EKF is considerably less robust to these changes than the dual EKF ($J^j(w)$), as indicated by the long top whisker of the joint EKF boxplots. Furthermore, notice that the maximum-likelihood cost function exhibits stability problems for both the underparameterized and overparameterized structures.

The averaged, differenced MSE profiles of $J^j(w)$ and the joint EKF are shown for the two incorrect model structures in Figure 4.55; these profiles can be compared with the corresponding plot in Figure 4.53 on page 189.

Figure 4.55: Averages of the differenced signal MSE profiles of the dual EKF ($J^j(w)$) and joint EKF for the two incorrect model structures.
4.11 Experiment 8: Over-Training

All of the experiments unto this point are performed in a purely “online” setting, in which each data point is used only once, as soon as it made available. As described in Section 3.6.3, it is sometimes possible to make more than one pass over the data.

In situations where processor speed is high relative to the rate at which observations become available, a large number of training epochs can be performed before the next measurement arrives. In such contexts, over-training is a concern because the empirical distribution of the repeated data becomes increasingly biased, relative to the true distribution.

The present set of experiments is designed to investigate several algorithms – including the dual EKF, joint EKF, and a couple of iterative algorithms – with regard to their potential for over-training. As such, the algorithms are evaluated in terms of both training-set NMSE, calculated over the portion of the series used during training, and test-set NMSE, calculated over data not used during training. The algorithms can be compared by plotting their training and test set NMSEs as functions of the training epoch. Both estimation NMSEs ($x_k - \hat{x}_k$) and prediction NMSEs ($y_k - \hat{y}_k$) provide useful information.

The experiments are performed on the Mackey-Glass chaotic series (described on page 127) corrupted by stationary white Gaussian noise at 3dB SNR. A 5-18-1 neural network architecture (5 inputs, 18 hidden units, and one output) is used to model the dynamics, based loosely on findings in [40]. Both noise variances are initialized with the ad-hoc procedure of Section 3.6.2, and are estimated along with the signal and weights using the $J_{\text{nl}}(\sigma^2)$ cost function. Initial covariances: $P_0 = I$, $Q_0 = .1I$, $q_{v,0} = q_{n,0} = .1$, and forgetting factors: $\lambda_w = .9999$, $\lambda_{\sigma^2} = .9993$ are used by the dual EKF and joint EKF.

The dual EKF and joint EKF algorithms are compared against an iterative algorithm similar to that in [10] which alternates between EKF signal estimation and backpropagation model estimation (BP-EKF). The BP-EKF algorithm performs EKF signal estimation followed by 100 epochs of a gradient descent algorithm minimizing the prediction error ($\hat{x}_k - \hat{y}_k$). The variances were estimated using the sequential variance filters also used by the dual EKF and joint EKF. Although an iterative generalized EM algorithm was also implemented, it produced relatively poor results, and so is not included in the figures.

A known-model performance benchmark is obtained by training a neural network predictor on 4000-points of the clean series using gradient descent, and stopping when the prediction error on the remaining 1000 points begins to increase (25,300 training epochs are used). The resultant innovations variance for the trained model is $4.8 \times 10^{-04}$, which can be used as the value of $\sigma^2_y$. 
The sample variance of the noise is used to obtain $\sigma^2_n$. Using these "known" values of the weights and variances, an EKF is applied to the noisy series to produce benchmark NMSE values against which to compare the various dual estimation algorithms.

Because over-training is affected by the length of the training window, $N_{\text{win}}$, two different situations are considered. In the first, $N_{\text{win}} = 2000$ with a test set of the subsequent 3000 points. In the second, $N_{\text{win}} = 500$, with 1500 points of test data; in both cases, it is assumed that enough processing power is available to make numerous passes over the data before the next data point arrives.

![Graph showing average estimation and prediction NMSE trajectories on noisy Mackey-Glass data, using a 2000-point training set and 3000 points of test data. The average EKF result is indicated by a small square.](image)

Figure 4.56: The average estimation and prediction NMSE trajectories on noisy Mackey-Glass data, using a 2000-point training set and 3000 points of test data. The average EKF result is indicated by a small square.

The average NMSE trajectories for the longer training set are shown in Figure 4.56. The superior training-set performance of the joint EKF and dual EKF with $J^{ml}(w)$ and $J^{pe}(w)$ costs is consistent with the on-line results shown previously for white measurement noise. Nearly all the algorithms exhibit over-training to some extent, as exhibited by the increase in the test-set NMSE after some number of epochs. Unique to the task of dual estimation is the possibility of such an increase appearing on the training set NMSE as well (as exhibited by the joint EKF in this case). This is because of the unsupervised nature of the task; the clean data are not available even during training, so the neural network can begin to model the noise in the training data to some extent.

In some circumstances, a block of data can be used during the training process to monitor out-of-sample prediction NMSE, and control over-training. These data are usually referred to as a validation set to distinguish it from a true test-set, which should not be used even for this purpose.
When available, the validation NMSE can be used to select the training epoch with the lowest error, and thereby avoid over-training. Seeing that the clean signal is not available to compute an estimation NMSE, the prediction NMSE can be used, where the prediction error is defined relative to the noisy data, as: \((y_k - \hat{x}_k^-)\). In Figure 4.56, the joint EKF and dual EKF with the \(J^{ml}(w)\) and \(J^{pe}(w)\) costs represent the best methods if the 1500 point “test data” are used for validation in this way. The boxplots in Figure 4.57 show the relative performance of the algorithms under this assumption. Note that the EKF with the known model is significantly outperformed by several of the dual estimation algorithms. As discussed in the on-line case, this is most likely due to the suboptimality of the EKF on nonlinear data.

However, it is not always possible to provide a validation set. In particular, when the amount of data is limited, there will not be enough to train on and still provide a reliable estimate of performance on unseen data. One scenario in which this situation arises is in the use of short windows to process speech, or other time-varying signals. As shown in Figure 4.58, the problem of over-training is exacerbated by a shorter training window of 500 points.

Hence, it is precisely when a validation set is most needed (i.e., with scarce data) that one is least likely to be available. In these situations, one might consider using the dual EKF with \(J^{l}(w)\) because it appears to be less susceptible to over-training. However, the joint cost clearly produces suboptimal performance on these data (white noise). A better result can sometimes be obtained by using the maximum-likelihood cost or the joint EKF algorithm, and stopping early at some previously-chosen epoch.
Figure 4.58: The average estimation and prediction NMSE trajectories on noisy Mackey-Glass data, using a 500-point training-set, and 1500 points of test data. The BP-EKF results are not shown.

Figure 4.59: Boxplots of estimation and prediction NMSEs, obtained from 500 points of Mackey-Glass data while using the 1500 point test-set for early-stopping validation.

Note that even if the particular application does not require generalization to new data, the issue of over-training is still significant; the dual-estimation algorithm can begin to incorporate the noise into its signal estimates, so that performance begins to degrade after some number of epochs. Although the $J^{ml}(w)$ cost continues to minimize the training set NMSE in the preceding examples, this will not generally occur. In most applications over-training is of real concern, and should be guarded against if possible.

A suitable choice of forgetting factor can be used to help prevent over-training. As described
previously, a choice of $\lambda < 1$ effectively controls the amount of data used for parameter estimation. The forgetting factor $\lambda_w$ used in this set of experiments corresponds to a time-constant of around 10,000 points for the data window (see Figure 3.3 on page 59). A time-constant of around 2,500 points might have prevented some of the over-training seen in Figure 4.58. However, early-stopping is a more direct approach to the problem.

4.12 Discussion

The experiments in this chapter, while fairly extensive, are necessary for making some important observations about the dual EKF and joint EKF.

- Estimation of the noise variances can generally be done very successfully by the dual EKF, and is best performed by minimizing the maximum-likelihood variance cost functions.

- For weight estimation, $J^{ml}(w)$ can produce the best results in many situations, but it is unfortunately prone to numerical problems related to the inversion of the approximate Hessian.

- For white noise data, the prediction-error cost $J^{pe}(w)$ produces very good estimates (often not significantly worse than $J^{ml}(w)$), without stability problems.

- In colored noise, the joint cost $J^{j}(w)$ gives good, stable solutions, sometimes better than the less stable $J^{ml}(w)$ cost.

- The $J^{em}(w)$ and $J^{ec}(w)$ methods do not work well in general. This may be due to the approximations made by the dual EKF, as described in Chapter 3, or in development of the costs themselves. For example, the error-coupled cost is developed using a Gaussian assumption on the dynamics error $\hat{f}_k$, and the EM cost is usually computed noncausally using a smoother, rather than in the sequential manner of the dual EKF.

- The joint EKF is not seen to suffer from the convergence problems reported in the literature. However, its higher sensitivity to inaccuracies in noise variances and model structure information makes it a less robust alternative to the dual EKF in real-world dual estimation applications.

- Iterating the dual EKF over the same data set is likely to cause over-training. Early-stopping is a must, and can be implemented with either a cross-validation approach, or using a predetermined number of iterations (e.g., 5 epochs). This issue is explored further in Chapter 5.
In the next chapter, the above observations are put into practice when approaching several time-series estimation and prediction problems.
Chapter 5

Applications

The controlled experiments in the previous chapter provide an empirical comparison of cost functions and algorithms on several of different types of time-series data. In this chapter, many of the experiments described are performed on real-world data, for which the clean signal is not available. A range of application domains are considered, including estimation of river flow, enhancement of speech, and prediction of economic time-series.

The purpose of these experiments is to illustrate the use of the dual EKF in some realistic signal processing settings, and to demonstrate the potential advantage of the dual estimation approach. Some of the applications considered here have been studied extensively in the literature, with researchers incrementally improving their results over the years using a variety of model structures and training methods. The purpose of this chapter is not necessarily to supersede these published results; in some cases this is unlikely, as the experiments herein are limited to the autoregressive model structure discussed in Chapter 1 of this thesis. However, by showing the advantage of the dual EKF used with AR models, the results in this chapter underscore the potential of the dual EKF to improve upon previously published results when used with the alternative model structures described in the literature.

Because the clean signal and true model are generally not available in these experiments, the only objective criterion is prediction error; in applications for which estimation error is of primary concern, only a subjective evaluation of the results is possible. An exception is the speech enhancement section, in which several controlled experiments are included (with the clean speech available) in addition to actual recordings of noisy speech. Results of another controlled experiment – on a known discrete-time chaotic map – are presented in the next section.
5.1 Chaotic Hénon Map

The study of chaos has far reaching applications in the study and analysis of real-world systems. A chaotic system can be characterized by the dimensionality and appearance of its attractor. A model of a chaotic system can therefore be evaluated in terms of its ability to reproduce the attractor of the original system [84]. This first experiment considers a well-known, but artificial, chaotic system, and demonstrates the benefit of a dual estimation perspective of modeling the dynamics in the presence of noise.

In 1976, Michele Hénon proposed the following system of equations for modeling chaos in two dimensions:

\[
\begin{align*}
    a_{k+1} &= 1 - 1.4 \cdot a_k^2 + b_k \\
    b_{k+1} &= 0.3 \cdot b_k.
\end{align*}
\]  

The map takes points \((a, b)\) through three successive transformations: a bending; a compression in the \(a\)-direction; and a reflection through the diagonal, \(a = b\). To obtain a one dimensional time-series for the following experiment, the signal is defined as \(x_k = a_k\).

The phase plot of \(x_{k+1}\) versus \(x_k\) (in the upper left part of Figure 5.1) shows the chaotic attractor. A neural network can be trained as a predictor on this signal, using an EKF training algorithm. The network is then iterated – feeding back the predictions of the network as future inputs – to produce the attractor shown in the upper right plot. The individual data points are of course not the same as the original data, but it is clear that the dynamics have been captured by the (5 input, 7 hidden unit) neural network.

However, if the signal is corrupted by white noise at 10dB SNR, and a neural network with the same architecture is trained on these noisy data, the dynamics are not adequately captured. The iterated predictions of the neural network trained on noisy data are shown in the bottom left part of the figure. While the general outline of the original attractor is apparent, the dynamics exhibit limit cycle behavior with far less complexity.

In contrast, using the dual EKF to train the neural network on the noisy data captures significantly more of the chaotic dynamics, as shown in the bottom right plot of Figure 5.1. Here, \(J^{pe}(w)\) is used for weight estimation, and the maximum-likelihood cost is used for estimating \(\sigma_e^2\). The measurement noise variance is assumed to be known. Parameter covariances are initialized at \(.1\), and the initial signal covariance is \(P_0 = I\). Forgetting factors are: \(\lambda_w = .9999\), and \(\lambda_{\sigma_e^2} = .9993\). As with both of the EKF-trained networks, a separate validation set is used for early-stopping. Although the attractor is not reproduced with total fidelity, its general structure has been extracted.
Figure 5.1: Phase plots of $x_{k+1}$ versus $x_k$ for the original Hénon series (top left); the series generated by a neural network trained on $x_k$ (top right); the series generated by a neural network trained on $y_k$ (bottom left); the series generated by a neural network trained on $y_k$, using the dual EKF (bottom right).

from the noisy data.

5.2 Willamette River Flow

The data in this experiment were first published by Percival and Walden ([64], 1993), and are available in digital form at the Carnegie Mellon University StatLib web site [9]. The data consist of the log of the monthly average flow in the Willamette River, as measured daily near Salem, Oregon for about 33 years. The series, shown at the top of Figure 5.2, contains only 395 points, so the dual EKF must be iterated over the data to obtain a solution.

The problem is made more difficult by the limited amount of data, and the lack of prior information about its collection, such as the reliability of the sensors, or an estimate of the noise which might have been gleaned from the original daily measurements. Nonetheless, the data are useful for demonstrating the dual estimation approach.
The first challenge is to select a suitable model structure for the data (see Figure 1.3 on page 4). With so few data available, a proper model validation set is not a possibility. However, a small validation set (e.g., the last 95 points) can be used as a sort of guide during the model selection process. A model can be selected by trying several structures, and picking one that seems to extract as much of the structure in the signal as possible, and provide reasonable generalization in the validation set. This trial and error process should ideally be replaced with a more rigorous approach, but it produces good results, nevertheless.

In particular, the middle plot of Figure 5.2 is obtained with the dual EKF using a 20 input, 5 hidden unit, single output neural network, the maximum-likelihood costs for weight and variance estimation. Forgetting factors: $\lambda_w = .9997$ and $\lambda_{\sigma^2} = .9993$ are used to control over-training. 10% of the data are chosen randomly for cross-validation, to determine that iteration should be stopped after 5 epochs. The algorithm is subsequently trained with the full data set to obtain a prediction NMSE of 0.3258 and an estimation residual $(y_k - \hat{y}_k)$ with variance 0.1801 (unnormalized). The estimate of the measurement noise variance is around $\hat{\sigma}_n^2 = 0.184$. 
Results published in [64] using statistical harmonic analysis provide an additional, external form of validation. As shown by the bottom plot of Figure 5.2, the dual EKF results agree quite well with those in [64]. Both approaches uncover the seasonal regularity of the data; moreover, the dual EKF estimate contains some additional structure and variation among the annual cycles. Note that the estimation residual is comprised of both actual measurement noise, and unmodeled global climatic and weather fluctuations. These additional factors are considered to be noise only in the sense that the data set is insufficient to model their dynamics.

![Willamette River Autocorrelation Functions](image)

Figure 5.3: Autocorrelation of the river flow data (solid line, top plot), estimates (dashed line, top) and residuals (bottom plot) over two annual cycles. The dual EKF is able to extract the periodic structure of the data, and produces a residual with little temporal correlation (nearly white).

The autocorrelations of the original data, the dual EKF estimates, and the estimation residuals are provided in Figure 5.3. The strong periodicity of the data is indicated by the autocorrelation of the time-series and signal estimates in the top plot. The bottom plot shows that the autocorrelation of \((\tilde{x}_k - y_k)\) is strongly peaked at the 0\(^{th}\) tap, suggesting that there is very little temporal structure left in this residual.

### 5.3 Sunspot Prediction

Since the year 1700, the number of sunspots visible from the Earth have been counted and recorded on an annual basis. A method devised by Rudolph Wolf incorporates the number of sunspots and the number of sunspot groups, and continues to be used today (see Figure 5.4). Daily numbers are computed as a weighted average of observations at locations around the globe, and can be summed to produce the annual series. Because the number of sunspots is a good indicator of solar activity,
Figure 5.4: The annual sunspot series, from 1700 to 1994 (295 points). Data up to 1920 are typically used for training, and the remaining data are divided into three test sets: 1921-55, 1956-79, and 1980-1994. The bottom plot shows estimates (solid line) and predictions (dashed line) generated by a dual KF, using a linear model and the $J^p(w)$ cost.

The series has been the focus of much study over the years (e.g., see [97, 91, 86]). Of course, more accurate indicators of solar activity are in use today, but none with as lengthy an historical record.

However, even with three centuries of annual sunspot numbers, there is not enough data to build good models of the series. Furthermore, there are good reasons to believe that significant measurement noise exists in the data: the sunspot numbers derive from a crude integer count of an underlying process which is continuously valued; counts are highly subjective and depend on the atmospheric conditions between the sun and the observer; the series does not differentiate between larger and smaller diameter sunspots; other relevant information, such as the duration of the sunspots, is not considered. These errors make the data somewhat stochastic, and a good candidate for a dual estimation approach.

Recent approaches to sunspot prediction in the literature include linear AR models, as well as neural network predictors [91], and committee machines [86]. Typically, the 221 points from 1700 through 1920 are used for training the predictor, and the remaining data are used for testing purposes. The test data is often subdivided into three parts: 1921-55, 1956-79, and 1980-94, with prediction MSEs reported on each of these periods separately, as well as on the entire test set. To facilitate comparison with previously published results, the MSEs are all divided by the constant
1535, instead of a traditional NMSE measure.

For the dual Kalman filter approach, a linear AR-12 model is chosen. Although nonlinear model structures have been used successfully in the literature, they tend to incorporate nonstandard architectural features which make them difficult to reproduce here. The linear AR-12 model produces reasonably good predictions, is sufficient for demonstrating the dual Kalman approach.

The prediction-error cost function is used for weight estimation, and the maximum-likelihood cost is used for estimating both variances. Parameter covariances are initialized at .1, and the initial signal covariance is $P_0 = I$. Forgetting factors of $\lambda_w = .9993$, $\lambda_{\sigma_1^2} = .999$, $\lambda_{\sigma_2^2} = .999$ are selected to control over-training on the extremely short data set. The series is scaled to fall between 0 and 1, but is not otherwise normalized.

The dual KF is iterated over the training set, with early-stopping implemented by the cross-validation approach described in Section 3.6.3 on page 108: 10% of the training set is held out. Because the validation set is selected at random, results vary from one run to the next. Therefore, the experiment is repeated 10 times, and the resultant prediction MSEs (normalized by 1535) are shown graphically in Figure 5.5. Also shown are the MSE values for a standard AR-12 model, trained on the noisy data using a forward-backward least-squares approach; these MSEs are indicated by superimposed squares in the boxplot. Although the dual KF results are generally better than for the least-squares AR-12 model, the variance is fairly high, and the performance is actually worse on some individual runs. A large part of the problem is indicated in the right plot of Figure 5.5; this shows the optimal test set MSE/1535 of each of the ten runs, positioned at...
the appropriate epoch. A line is drawn from this point to the epoch and MSE actually returned for that run using the cross-validation scheme. The length and steep slope of several of these lines indicate that the attempt at early-stopping is not very effective. In some cases training was stopped more than 100 epochs too early, while in other cases training was stopped too late.

As an alternative, the cross-validation approach is abandoned, and the dual KF is stopped after 5 epochs, based on the results of the iterative Mackey Glass experiment in the previous chapter. Again, this has the advantage of allowing all the training data to be used for model adaptation. As always, the model is initialized using a least-squares fit to the noisy data, so there is no variation between runs in this case. The results are shown in Table 5.1, along with those for the standard least-squares predictor, and the average of the cross-validation results over 10 repetitions.

Table 5.1: Sunspot prediction MSE/1535. Standard AR-12 predictor results are compared with the dual KF using a 10% cross-validation set (CV), and using 5 epochs of training.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Test1</th>
<th>Test2</th>
<th>Test3</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR-12</td>
<td>0.1319</td>
<td>0.1295</td>
<td>0.3485</td>
<td>0.2951</td>
<td>0.2341</td>
</tr>
<tr>
<td>Dual KF (CV)</td>
<td>0.1614</td>
<td>0.1295</td>
<td>0.3437</td>
<td>0.2578</td>
<td>0.2250</td>
</tr>
<tr>
<td>Dual KF (5 ep)</td>
<td>0.1374</td>
<td>0.1257</td>
<td>0.3518</td>
<td>0.2431</td>
<td>0.2228</td>
</tr>
</tbody>
</table>

As with the river flow data, the autocorrelation of the estimation residual \((y_k - \hat{x}_k)\) can be used to determine the amount of left-over structure not contained in the signal estimates. Similarly, the autocorrelation of the prediction error \((y_k - \hat{x}^-_k)\) shows the degree to which the predictions can be improved. As presented in Figure 5.6, these autocorrelations show that the dual KF has captured

![Sunspot Residual Autocorrelation Functions](image)

Figure 5.6: Autocorrelation functions of the sunspot estimation residual (top) and prediction error (bottom) over two 11 year cycles show little temporal structure in the terms: \((y_k - \hat{x}_k)\) and \((y_k - \hat{x}^-_k)\), respectively.
most of the structure in the data, leaving nearly white estimation and prediction residuals.

This experiment underscores the difficulty associated with building predictive models from short data sets. The dual Kalman filter has the potential to produce more accurate predictions, but it requires that attention be given to the problem of over-training. These issues are reinforced in the next experiment on a macroeconomic time-series.

5.4 Index of Industrial Production

The level of economic activity in the country is of great interest to policy makers and companies, as it influences many aspects of our lives, such as the unemployment rate, the stock market, demand for goods and real estate, inflationary pressures, and the general mood of the populace.

The two primary measures of economic activity in the U.S. are the gross domestic product and the index of industrial production (IP). As with most macroeconomic series, the IP is a composite index of many different economic indicators, each of which is generally measured by a survey of some kind. Moody ([55], 1995) cites several reasons for the difficulty in forecasting such series. Among them are: the lack of prior (analytical) models for the data; high levels of noise due to unmodeled disturbances and inexact survey techniques; nonstationarity due to changes in the world economy and changes in the definition of the series itself; and the possible nonlinearity of the dynamics, which makes simpler linear modeling techniques inadequate.

Nonetheless, many economists have used linear regression techniques to build empirical models that predict the IP using several other economic series as inputs. An important baseline approach is to predict the IP from its past values, using a standard autoregressive model; e.g., results with an AR-14 model are reported by Moody et al. ([56], 1993). This linear AR model is well suited

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{us_index_of_industrial_production.png}
\caption{Index of Industrial Production in the U.S., from January 1940 through March 2000. Data available from Federal Reserve [20].}
\end{figure}
for investigating the benefit of dual estimation to this problem, and it is tested in the following experiments along with a neural network model. The high level of noise, and the presence of nonlinear dynamics make the IP an excellent candidate for testing the dual EKF.

The monthly IP data is shown in Figure 5.7. To remove the trend, the differences between the log, values for adjacent months are computed. This is called the IP monthly rate of return, and is shown at the top of Figure 5.8 for January 1950 to January 1990.

Both a linear AR-14 model and neural network (14 input, 4 hidden unit) model are tested. Consistent with experiments reported in [56], data from January 1950 to December 1979 are used for a training set, and the remainder of the data is reserved for testing. The dual KF (or dual EKF) is iterated over the training set for several epochs, and the resultant model—consisting of \( \hat{w}, \hat{\sigma}_w, \) and \( \hat{\sigma}_n^2 \)—is used with a standard KF (or EKF) to produce causal predictions on the test set.

To obtain the predictions shown in Figure 5.8, the weights are estimated with the joint cost \( J^j(\mathbf{w}) \); the costs \( J^{pe}(\mathbf{w}), J^{ml}(\mathbf{w}) \) are also tested. Both the noise variances are estimated using the maximum-likelihood cost: \( J^{ml}(\sigma^2) \). All initial parameter covariances are set to .1, and the initial
signal covariance is $P_0 = I$. As in the previous examples, the autocorrelation functions (shown in Figure 5.9) show very little structure in the prediction error ($y_k - \hat{y}_k$).

As expected from Section 4.11, over-training is a serious concern because the algorithm is being run repeatedly over a very short training set (only 360 points). The scarcity and nonstationarity of the data makes the use of a validation set highly problematic. Based on experience with other types of data, and the results in Experiment 8, only 5 training epochs are used.

Nonetheless, the effect of over-training is shown in Figure 5.10, for the neural network model with the maximum-likelihood and prediction-error costs, in particular. The experiment is repeated 10 times with different initial weights, $\omega_0$, to produce the boxplots in the left part of the figure. The result of training an AR-14 model with least-squares (LS) is included as a benchmark, and clearly indicates the advantage of dual estimation. Results for a neural network predictor trained with an EKF weight filter on the noisy data indicate that there is little advantage to using a nonlinear model on the original series. However, the dual EKF with $J^f(\omega)$ cost produces significantly better results with the neural network, although the potential for over-training actually hurts the performance of the $J^pe(\omega)$ and $J^ml(\omega)$ costs.

Although better results are reported on this problem [56] using models with external inputs from other series, the dual EKF results are quite competitive. While the dual EKF can in principle be applied to models that incorporate exogenous inputs, the investigation of these possibilities is beyond the scope of this thesis.
Figure 5.10: Boxplots of the prediction NMSE on the test set (1980-1990) are shown in the left plot. The middle and right plots show average convergence behavior of linear and neural network model structures, respectively.

5.5 Speech Enhancement

This section considers the removal of noise from speech signals. Speech enhancement has many applications, ranging from front-ends for automatic speech recognition systems, to telecommunication in aviation, military, teleconferencing, and cellular environments. While there exist a broad array of traditional enhancement techniques, such as spectral subtraction, signal-subspace embedding, time-domain iterative approaches, etc. (33) such methods frequently result in audible distortion of the signal, and are somewhat unsatisfactory in real-world noisy environments.

Recent neural network-based filtering methods utilize data sets where the clean speech is available as a target signal for training. These methods are often effective within the training set, but tend to generalize poorly for actual sources with varying signal and noise levels (a review of neural-based approaches can be found in [89]). Furthermore, the network models in these methods do not fully take into account the nonstationary nature of speech.

5.5.1 Dual Estimation Approach

The dual estimation algorithms developed in this thesis have the advantage of generating estimates using only the noisy signal itself. To address its nonstationarity, the noisy speech is windowed into shorter, approximately stationary sections, as described in Section 3.6.4 on page 110. The dual estimation algorithms are then iterated over each window to generate the signal estimate. Effectively, a sequence of time-series models is trained on the specific noisy speech signal of interest, resulting in a nonstationary model which can be used to remove noise from the given signal. For linear models, $f(\cdot)$, this basically reduces to the classic linear predictive coding (LPC) model of speech.
This approach to speech enhancement poses some problems for dual estimation algorithms. First, it is clear that the appropriate model structure will vary (with the complexity of the signal dynamics) from one window to the next, depending on whether the current window comprises, for example, a fricative, vowel, or silent interval (noise-only). However, the nature of the application generally precludes (or at least makes undesirable) the use of a system identification loop (see Figure 1.3 on page 4) to determine the model structure. Ideally, a Bayesian approach to model selection might be used as an integral part of the dual estimation process, but this is beyond the scope of this thesis. Hence, in this section, a model structure is chosen which in some way is a compromise between the various levels of dynamic complexity encountered in the signal.

A second difficulty inherent to speech signals is that they contain long segments of silence, for which the process noise variance is effectively zero. However, a Kalman filter will diverge if $\sigma_v^2 = 0$, because the data get completely ignored, and numerical inaccuracies accumulate. This problem is usually overcome by setting $\sigma_v^2$ to some small positive value. In the present context, $\sigma_v^2$ is estimated online, so the difficulty is overcome by putting a lower limit (e.g., $10^{-8}$) on $\hat{\sigma}_v^2$, within the variance estimation filter.

A third problem is the need for large amounts of data to achieve low model variance and avoid over-training on one hand, and the need for short windows to address the nonstationarity of the signal on the other hand. The problem of data scarcity can be ameliorated somewhat by using the parameters learned in one window to initialize the next window; the overlap between windows makes this especially appropriate. The problem of within-window nonstationarity can be partially addressed by using model structures of higher complexity (e.g., a neural network instead of an LPC model). Of course, higher complexity models also require more data, so this is a partial solution at best.

Fourth, proper normalization of the speech signal is difficult, because of the large variation in signal levels. This makes the appropriate choice of parameters such as $P_0$ and $Q_0$ problematic. While each window could be normalized individually to have zero mean and unit variance, this introduces radical changes in the dynamics from one window to the next. Thus, the speech signals are normalized in their entirety (amplitude variation notwithstanding), as was done for the stationary signals considered earlier in this chapter.

Finally, the dual estimation approach *per se* does not address the large body of knowledge about human perception of speech that has been developed in the literature of speech processing and psychology. For example, a great deal is known about the effects of masking, phase distortion, critical bands, etc., on speech perception [57]. However, the flexibility of the dual estimation
approach offers the potential for incorporating much of this knowledge: e.g., by use of perceptually constrained cost functions, or by independent processing of different critical bands. These possibilities remain as promising areas of future research.

Before proceeding with the experimental results, it is worth mentioning that the windowing approach to processing speech is only one of several possibilities. Although using overlapping windows is fairly straightforward, the approach introduces an inherent delay in the enhancement process, making it unsuitable for real-time applications (computational requirements notwithstanding). An alternative approach, mentioned in Section 3.6.3, involves sliding the window by only one point each time, so that an estimate of the current value of the signal is always available. However, this increases the computational expense considerably, and is not likely to improve the quality of the overall speech estimate. As a topic of future research, the windowing scheme might be avoided altogether by finding a way to track the changing dynamics of the signal, perhaps by using a parameterized model of the state-transition function for $w$, instead of the identity map. This approach is discussed further in Chapter 6.

### 5.5.2 Evaluation of Speech

Because a human listener is often the end-user of a speech enhancement system, proper evaluation of performance is very difficult to perform. This is because objective measures, such as SNR, are poor indicators of speech quality or intelligibility, as perceived by humans. Although several "perceptual" objective quality measures have been developed (e.g., Itakura-Saito distortion, weighted-spectral slope, log area ratio, log-likelihood ratio, etc. [28]), they are not adequate for making a definitive evaluation of speech enhancement algorithms. To date, the only effective means of comparison is subjective testing with human listeners (e.g., calculating mean opinion scores). However, such tests are time consuming and expensive to perform, so they are not frequently used.

The algorithms developed in this thesis are designed to minimize mean squared error, or increase SNR. Hence, although they are evaluated in terms of the objective measures listed above, SNR is the primary criterion used for selecting an algorithm. Rather than compute the SNR of the entire signal at once, however, a more perceptually relevant measure is used, known as *segmental* SNR. This is computed as the average of the SNRs computed within 240-point windows, or frames of speech:

$$SSNR = \frac{1}{\#\text{frames}} \sum_i \max(SNR_i, -10\text{dB}).$$  \hspace{1cm} (5.3)

Here, $SNR_i$ is the SNR of the $i^{th}$ frame (weighted by a Hanning window), which is thresholded from below at -10 dB. The thresholding reduces the contribution of portions of the series where no
speech is present (i.e., where the SNR is strongly negative) [28], and is expected to improve the measure's perceptual relevance.

### 5.5.3 Controlled Comparisons

In addition to their limited perceptual relevance, a major drawback of segmental SNR and the other objective measures is that they require the clean speech signal as a reference. Therefore, the algorithms are compared by testing them with a controlled experiment similar to those presented in the previous chapter. To reduce the processing requirements of multiple repetitions, a short section of speech is used, corresponding to a single word ("tool") spoken by a woman with a British accent. The speech is sampled at 8 kHz. Ten repetitions of white Gaussian noise are added at 3 dB SNR to produce the noisy speech. The measurement noise variance, $\sigma_n^2$, is estimated from the first $N_{\text{win}}$ points of the signal, whereas the process noise variance $\sigma_w^2$ is estimated on-line using the maximum-likelihood cost function. Although $\sigma_n^2$ could be estimated on-line as well, this is typically unnecessary in a stationary noise environment.

Of course, more extensive testing on longer signals with various speakers should ideally be performed; as mentioned above, perceptual testing by human subjects is also required for an adequate ranking of algorithms. However, the purpose of these experiments is more limited in scope: we wish to determine how the results in early sections for more generic signals translate into the speech domain.

In some initial experiments, over-training was found to be a serious problem, with the maximum value of $SNR_i$ occurring after around 5 epochs, and decreasing thereafter (even as the weight cost continues to improve). The effect is fairly independent of window length and model structure; hence, the number of epochs is fixed at 5. The parameter covariances are initialized at .1, except $Q_0 = .01I$ for $J^{mf}(w)$; the initial signal covariance is $P_0 = 1$. Forgetting factors are $\lambda_w = .9997$ and $\lambda_o = .9993$.

Apart from choosing an appropriate cost function for speech enhancement, an appropriate value for the window length, $N_{\text{win}}$, must be determined, as must a model structure for $f(\cdot)$. Two model structures are tested: a tenth order linear AR model; and a neural network with 10 inputs, 4 hidden units in a single layer, and one output. Furthermore, two different windowing schemes are tried:

1. Windows of length 512, shifted by 64 points.
2. Windows of length 128, shifted by 32 points.
For each of the four cases, both the dual EKF algorithm (with weight costs: $J^{pe}(w)$, $J^{ml}(w)$, and $J^{j}(w)$), and the joint EKF algorithm are tested. In addition, the batch EM algorithm is tested with the linear architecture (the nonlinear batch GEM algorithm is not effective). Finally, the traditional method of spectral subtraction is tested, using code developed by Levent Arslan at Duke University\(^1\). This is intended for benchmarking purposes only; more sophisticated forms of spectral subtraction have been developed, and would most likely produce more competitive results. Measures for the original noisy speech are also computed to indicate relative improvement of the enhancement algorithms.

For each algorithm or cost function, the perceptual measures are averaged across all frames and compiled in the boxplots of Figure 5.11. The top plot shows the segmental SNR, which is the only measure for which larger numbers indicate better performance. For most quality measures, the result using $N_{\text{win}} = 512$ compares favorably with the corresponding result using the shorter window, with the exception of the Itakura-Saito measure. The advantage of the longer window is related to the amount of noisy data required to estimate the parameters. It is possible that shorter windows would be sufficient for processing speech that is less noisy.

The Itakura-Saito and weighted spectral slope measures are immediately suspect, because the distance for unprocessed speech (labeled "y"), is in many cases lower than that of the processed speech. The degradation in the Itakura-Saito measure is localized to several silent (non-speech) frames, but these values greatly inflate the average distance, nonetheless. These two measures are disregarded in the rest of the discussion.

On the longer window, the neural network model shows a higher segmental SNR than the linear model; this advantage is less pronounced on shorter windows, which is probably due to the larger number of parameters used in the neural network. The outcome is less conclusive for the other measures.

In terms of the segmental SNR, the best results are obtained by the dual EKF with $J^{ml}(w)$ cost, using a neural network and longer window. The advantage of the maximum-likelihood cost over $J^{j}(w)$ is expected in the white noise case, based on experiments in the previous chapter. The weaker performance of the joint EKF is very likely a result of the model structure errors inherent to the speech enhancement problem, and inaccuracies in the noise variance estimates. Another factor might be lack of data reweighting for weight training (see page 110) in the joint EKF.

As expected, the spectral subtraction shows very poor segmental SNR performance; however, the algorithm is an average performer in terms of the log area ratio and log likelihood measures.

---

\(^1\)The default settings of $N_{\text{win}} = 128$ Hanning windows, shifted by 64 points are used.
Figure 5.11: Boxplots of various perceptual metrics, obtained using several different speech enhancement algorithms on a single word in 10 repetitions of 3 dB white noise. The left three panels show the results using a 128 point window, while the results using a 512 point window are shown in the right two panels. Results are further divided into linear and neural network models, as indicated. Values for the noisy speech and spectral subtraction result are shown on the left.

It is interesting to note the excellent performance of the linear batch EM algorithm, especially as rated by the log area ratio and log likelihood measures. Recall that the EM algorithm uses a Kalman smoother to improve the signal estimates; it shows significantly higher segmental SNR than the other linear algorithms. For the shorter window the result has a $p$-value of 23% relative
to the top-performing dual EKF algorithm.

This highlights the potential advantage of using noncausal processing in off-line applications; one possible approach is a dual forward-backward Kalman filter investigated in [87], but this has not been fully developed. A simpler form of noncausal estimation could be performed by taking the signal estimates $\hat{x}_{k+1}$ from the last element of the state vector $\tilde{x}_{k+M}$, thereby using a limited amount of future data to estimate the signal. This type of processing is sometimes referred to as "fixed-lag" smoothing.

5.5.4 Digit Recognition

Apart from increasing the perceptual quality and intelligibility of speech for human listeners, an important application of speech enhancement technology is as a front-end to automatic speech recognition (ASR) systems. Often ASR systems are trained to recognize relatively clean speech, but must deal with noisy environments when put into use. Such noise might originate from a factory setting, an automobile, or even computer fan noise.

One way of increasing the robustness of an ASR system to noisy speech is by preprocessing the speech with an enhancement algorithm. The effectiveness of the dual EKF in this application is demonstrated using speech corpus and ASR system developed at the Oregon Graduate Institute's Center for Spoken Language Understanding (CSLU). The speech corpus consists of zip-codes, addresses, and other digits read over the telephone by various people; the ASR system is a speaker-independent digit recognizer, trained exclusively to recognize numbers from zero to nine when read over the phone.

A subset of 599 sentences was used in this experiment. As seen in Table 5.2, the recognition rates on the clean telephone speech are quite good. However, adding white Gaussian noise to the speech at 6dB significantly reduces the performance. As a benchmark, the standard spectral subtraction routine described in the previous section was used to enhance the noisy speech, resulting in a significant improvement in recognition. In addition, an enhancement algorithm built into the speech codec TIA/EIA/IS-718 for digital cellular phones (published by the Telecommunications Industry Association) was used, with the compression features of the algorithm disabled. Although the perceptual quality of the IS-718 enhancement is considerably better than the spectral subtraction result, the recognition rates are significantly worse.

The dual EKF algorithm is applied with maximum-likelihood costs for estimating the weights and process noise variance, and with static derivatives to reduce the computational expense. The

---

2 The author wishes to thank Edward Kaiser for his invaluable assistance in this experiment.
measurement noise variance is estimated from the first window (512 points) of the noisy signal. The neural network architecture and other parameters are chosen as in the previous experiment. As shown by Table 5.2, the dual EKF outperforms both the IS-718 and spectral subtraction recognition rates by a significant amount. The improvement in terms of correctly recognized sentences is even more dramatic.

### 5.5.5 SpEAR Data

As mentioned earlier, computing perceptual quality measures of enhanced speech requires access to clean speech waveforms. Often, then, enhancement is performed on artificially corrupted speech, wherein a noise waveform is added in digital form to the clean speech waveform. While this provides access to the clean speech, the results are somewhat questionable, because the noise was not part of the same acoustic environment as the speech.

To increase the level of realism of the noisy speech, and yet still provide access to the clean speech waveform, a database of acoustically corrupted speech is under development as part of CSLU’s Speech Enhancement Assessment Resource (SpEAR [13]). Noisy speech files in this database were created by simultaneously playing both noise and speech waveforms in the same room, and recording the acoustic combination clock-synchronously to produce a noisy speech waveform. A reference to the clean speech is also created by playing the speech waveform in the room (without noise) and re-recording it. This allows for segmental SNR to be computed for both the noisy speech and the enhanced speech.

A portion of the SpEAR database was processed by the dual EKF in order to evaluate the algorithm on a broader array of noise types. A variety of noise sources are acoustically combined with two different sentences, spoken by an American male and an American female, respectively. The clean speech files originate from the TIMIT database. Noise sources from the SPIB database [69] are:

<table>
<thead>
<tr>
<th>Clean</th>
<th>Noisy</th>
<th>SSUB</th>
<th>IS-718</th>
<th>Dual EKF</th>
</tr>
</thead>
<tbody>
<tr>
<td>96.37%</td>
<td>59.21%</td>
<td>77.45%</td>
<td>67.32%</td>
<td>82.19%</td>
</tr>
<tr>
<td>85.81% (514/599)</td>
<td>21.37% (128/599)</td>
<td>38.06% (228/599)</td>
<td>29.22% (175/599)</td>
<td>52.92% (317/599)</td>
</tr>
</tbody>
</table>

Table 5.2: Automatic speech recognition rates for clean recordings of telephone speech (spoken digits), as compared with the same speech corrupted by white noise, and subsequently processed by spectral subtraction (SSUB), a cellular phone enhancement standard (IS-718), and the dual EKF.
- Noise recorded from the co-pilot’s seat in a two-seat F-16, traveling at a speed of 500 knots, and an altitude between 300 and 600 feet. The sound level during the recording process was 103 dBA.

- Factory noise recorded in an automobile production hall.

- Noise recorded inside a Volvo 340 in 4th gear on an asphalt road, at 120 km/h in rainy conditions.

In addition, pink noise, stationary white noise, and nonstationary (bursting) white noise are used. Note that the spectra of all noise sources are altered by the acoustics of the SpEAR recording environment, which was a carpeted room with painted plaster-board walls. For these experiments, the 16kHz SpEAR data was downsampled to 8kHz before processing.

In most cases, the noise parameters $w_n$ and $\sigma^2_{e_n}$ ($L_n = 10$) are estimated from a 512 point window of noise at the beginning of each recording. For the Volvo noise the model ($L_n = 12$) is estimated using the entire noise file, available by subtracting the clean reference. The model of the bursting white noise ($L_n = 10$) is estimated using a long segment of stationary white noise, and the value of $\sigma^2_{e_n}$ is estimated online using $J^{ml}(\sigma^2_{e_n})$. This requires that the algorithm track the noise level from one window to the next; because there are portions of the waveform with no measurement noise, the value of $\hat{\sigma}^2_{e_n}$ was thresholded at a minimum value of $10^{-4}$.

In all cases, the dual EKF is used with $J^j(w)$ and $J^{ml}(\sigma^2_r)$ costs, the usual choices of initial covariances, and with $\lambda_w = .9997$, $\lambda_{\sigma^2} = .9999$, $\lambda_{\sigma^2_T} = .9993$. Table 5.3 presents the results in terms of average segmental SNR. The segmental SNR is shown for the noisy speech, and for the enhanced speech using both the standard and static derivative forms of the algorithm. In most cases, the full recursive derivative produces somewhat better results; however, the static derivative results are often quite close or better. In particular, the results on the low frequency Volvo noise

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Male Voice (Seg. SNR)</th>
<th>Female Voice (Seg. SNR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>before</td>
<td>after</td>
</tr>
<tr>
<td>F-16</td>
<td>-2.27</td>
<td>2.65</td>
</tr>
<tr>
<td>Factory</td>
<td>-1.63</td>
<td>2.58</td>
</tr>
<tr>
<td>Volvo</td>
<td>1.60</td>
<td>5.60</td>
</tr>
<tr>
<td>Pink</td>
<td>-2.59</td>
<td>1.44</td>
</tr>
<tr>
<td>White</td>
<td>-1.35</td>
<td>2.87</td>
</tr>
<tr>
<td>Bursting</td>
<td>1.60</td>
<td>5.05</td>
</tr>
</tbody>
</table>

Table 5.3: Dual EKF enhancement results using a portion of the SpEAR database. All results are in dB, and represent the segmental SNR averaged over the length of the waveform. Results labeled “static” were obtained using the static approximation to the derivatives.
favor the static derivative results, for reasons that are unclear.

The application of the dual EKF to some “real-world” noisy speech signals is considered next.

5.5.6 Car Phone Speech

In this example, the dual EKF is used to process an actual recording of a woman talking on her cellular telephone while driving on the highway. The signal contains a significant level of road and engine noise, in addition to the distortion introduced by the telephone channel. The speech is enhanced by the dual EKF with costs: \( J^i(w) \), \( J^m(\sigma^2) \), and parameters: \( P_0 = 1 \), \( Q_0 = .01 \), \( q_{v,0} = .1 \). The measurement noise is modeled with an AR-12 model using a separate portion of the signal which does not contain speech. The process noise variance \( \sigma^2 \) is estimated on-line within the dual EKF framework. Following the results in Section 5.5.3, the longer window length (512 points) is used, with a feedforward neural network architecture of 10-4-1.

The results appear in Figure 5.12, along with the noisy signal. Spectrograms of both the noisy speech and estimated speech are included to aid in the comparison. To make the spectrograms easier to view, the spectral tilt is removed, and their histograms are equalized according to the range of intensities of the enhanced speech spectrogram\(^3\).

The noise reduction is most successful in non-speech portions of the signal, but is also apparent in the visibility of formants of the estimated signal, which are obscured in the noisy signal. The perceptual quality of the result is quite good, with an absence of the “musical noise” artifacts often present in spectral subtraction results. The spectrogram suggests that better results might be obtained by processing different frequency bands individually and combining the results. This would potentially suppress the residual noise at high frequencies, and wherever no speech signal is present in a particular band. However, this issue is left as a topic of future research.

5.5.7 Richard Nixon

On November 17, 1973, during the height of the Watergate scandal, President Richard Nixon spoke to the American people in an attempt to reassure them of his innocence. A portion of the speech, in which Nixon states, “... because people have gotta know whether or not their President’s a crook; well, I’m not a crook,” is represented by the waveform and spectrogram at the top of Figure 5.13. In this example, the additive noise appears to be subject to quantization effects, and clearly violates the assumption of Gaussianity. The noise level is much lower than in the car.

\(^3\)Thanks to J. A. du Preez at the University of Stellenbosch for MATLAB code used to compute these spectrograms.
Figure 5.12: Enhancement of car phone speech. The noisy waveform appears in the top plot, followed by its spectrogram. The third and fourth plots contain the spectrogram and waveform, respectively, of the dual EKF result.
Figure 5.13: Enhancement of Richard Nixon’s “I’m not a crook” speech. The noisy waveform appears in the top plot, followed by its spectrogram. The third and fourth plots contain the spectrogram and waveform, respectively, of the dual EKF result.
phone example, but the reduction of noise is apparent in both the spectrogram and waveform of
the enhanced speech, shown in the bottom half of Figure 5.13.

5.5.8 Seminar Recording

A last example comes from a recording made during a lecture in the Portland Area Semiconductor
Seminar Series at the Oregon Graduate Institute. The seminars are routinely videotaped and
stored in an archive. However, during one particular lecture, the audio recording equipment was
configured improperly, resulting in a very loud buzzing noise throughout the entire recording. The
noise has a fundamental frequency of 60 Hz (indicating that improper grounding was the likely
culprit) but many other harmonics and frequencies are present as well. As suggested by Figure 5.14,
the SNR is extremely low, making for an unusually difficult audio enhancement problem.

5.6 Discussion of Results

While the speech enhancement results in the previous section are very promising for both ASR
and human-listener applications, much additional work remains to improve the application of the
dual EKF to speech processing. A voice activity detector could be used to re-estimate the noise
model from nonspeech segments of the waveform, thereby improving performance in the presence of
slowly varying measurement noise correlations. Perhaps the most promising area of future research
involves the use of perceptually motivated cost functions for the signal and weight estimation filters.
Additional gains can possibly be made by simply band-pass filtering the speech into critical bands,
and estimating the waveform in each band separately before recombining.

In any case, the results shown on economic, geophysical, and speech data demonstrate the
potential of the dual EKF approach, and its applicability to a wide variety of real-world signal
processing problems. The next chapter summarizes the general conclusions that can be drawn
from this research, and describes directions for further refinement of the dual Kalman filtering
approach.
Figure 5.14: Enhancement of high-noise seminar recording. The noisy waveform appears in the top plot, followed by its spectrogram. The third and fourth plots contain the spectrogram and waveform, respectively, of the dual EKF result.
Chapter 6

Conclusions and Future Work

6.1 General Summary

This thesis approaches dual estimation from a maximum a posteriori perspective. By maximizing the joint conditional density \( p_{\mathbf{x}, \mathbf{y}, \mathbf{w} | \mathbf{y}_n} \), the most probable values of the signal and parameters are sought, given the noisy time-series. This probabilistic perspective elucidates the relationships between various dual estimation methods proposed in the literature, and allows their categorization in terms of methods that maximize the joint conditional density function directly, and those that maximize a related marginal conditional density function.

This approach offers some insights about previously developed methods. For example, the prediction-error cost is viewed as an approximation to the maximum-likelihood cost; moreover, both are classified as marginal estimation cost functions. Thus, the recursive prediction error method of [61, 47] is quite different from the joint EKF approach [38, 12], which minimizes a joint estimation cost\(^1\). Furthermore, the joint EKF and errors-in-variables algorithms are shown to offer two different ways of minimizing the same joint cost function: one is a sequential method, and the other is iterative.

The relative utility of the various cost functions is evaluated through the development of the dual extended Kalman filter. The dual EKF provides a common algorithmic platform for implementing a broad variety of methods, and allows for the direct comparison of the different cost functions used in the literature. Extensive empirical comparisons are performed, with the outcomes provided in Chapter 4.

The dual EKF is an effective sequential dual estimation method, which is applicable to both linear and nonlinear time-series models, and which can be used in the presence of white or colored measurement noise. The algorithm is comprehensive in that it provides sequential estimation of

\(^1\)This fact is overlooked in [47], which emphasizes the similarity of these two algorithms.
noise variance parameters within the same theoretical framework used to estimate the model and signal.

Furthermore, the generality of the dual EKF is demonstrated in a range of application domains, including speech enhancement, economic forecasting, and analysis of geophysical data. These results illustrate the potential of the dual EKF for processing many different types of signals. In addition, the flexibility of the approach allows for the future development and use of application-specific cost functions and pre-processing schemes; these and other possible directions for future research are described in the next section.

### 6.2 Possible Extensions

The dual EKF allows a relatively small amount of prior information - in the form of the model structure of the dynamics and a model of the noise - to be used in solving the dual estimation problem. Many of the research directions suggested below would allow for other types of prior information to be included. Other ideas involve an attempt to reduce the amount of required prior information even further: either by learning the noise model (as in monaural signal separation), or by adapting the complexity of the model structure. Alternatives to the EKF, and the importance of developing specific applications are also discussed.

**Model Improvements.** As mentioned in Chapter 1, the simple nonlinear autoregressive model structure used in this thesis can be generalized to include exogenous control inputs to the function $f(\cdot)$, and to allow for multiple observations ($\text{dim}(y_k) > 1$). These adjustments would be fairly straightforward in the state-space framework, and would greatly increase the range of applications; the algorithm could be used for system identification in control settings, and for predicting economic time-series using information contained in other series.

More general forms of distortion can also be considered by allowing for the observation to be a nonlinear function of $x_k$ and $n_k$, rather than a linear addition. Convolutional noise and other forms of channel distortion can be addressed by such a model.

**Nonlinear Noise Models.** This thesis assumes a linear AR model for colored measurement noise. In some cases, the dynamics of the noise would be better modeled with a nonlinear autoregression, like the model used for the dynamics of signal. This modification would be very straightforward, and would be useful when the noise and signal are of similar complexity.

**Monaural Signal Separation.** An additional step towards equal treatment of the signal and noise is to regard the model parameters of the noise as unknown. Any distinction between
signal and noise is thereby removed, and the problem is reframed as that of separating two signals from a single (monaural) source. The problem, referred to as monaural blind signal separation, is a very challenging area of research. However, some preliminary work in [88] demonstrates the potential of the dual EKF in this setting.

Model Structure Selection and Regularization Besides the noise model, another key piece of information used by the dual EKF is the complexity of the signal dynamics, \( f(\cdot) \). This thesis assumes a predetermined model structure for each signal, with a specific parameterization. However, in some contexts a suitable model structure will not be known a priori. In this case, an adjustment to the cost function to introduce regularization could provide some control over the model complexity. Other approaches to model selection, such as pruning [30], can be used to select to appropriate number of parameters in the model.

Filtering in Other Transform Domains. The definition of the state vector \( x_k \) in Equation 3.11 as the lagged values of the signal, \( x_k \), is only one of an infinite number of possibilities. Other representations of the signal, including polynomial and wavelet transforms, can also be considered. These alternative state-space definitions might be chosen to allow prior information about the signal to be included in the model, or to facilitate the use of application-specific cost functions and constraints.

Nonstationary Signal Modeling. Windowing nonstationary signals into short overlapping segments, as is done in this thesis for speech data, introduces the additional difficulties of data scarcity and over-training. A more desirable approach to filtering signals with time-varying dynamics might be developed by using domain-switching models, or by estimating a continuous model of the dynamics exhibited by \( w_k \). In other words, the changes in the dynamics of the signal are themselves modeled by a fixed function, whose parameters must be estimated along with \( x_k \) and \( w_k \). This approach assumes that the dynamics of \( w_k \) remain in a bounded region of the parameter space, but would offer the advantage of making all the noisy data in the past available for estimation of the signal.

Alternatives to the EKF. Appendix D provides an analysis of the approximations made by the extended Kalman filter, and the inaccuracies that result when the model is highly nonlinear. Alternative filters have been derived which offer the potential of better accuracy than the EKF, and which could be substituted for the signal, weight, or variance filters of the dual EKF algorithm. The use of unscented Kalman filters (UKF) [35] in this manner was investigated recently using the \( J^p(w) \) cost, with promising results [90]. Whereas the UKF still
adheres to a Gaussian assumption on the state, a sequential Monte Carlo approach known as particle filtering [15] avoids the Gaussian assumption altogether, although at increased computational expense. These alternative filtering methods could be used within a sequential dual estimation approach similar to the dual EKF, but with improved convergence properties for highly nonlinear signals.

**Speech Enhancement.** Some suggestions for improving the speech enhancement results of the dual EKF are made at the end of the previous chapter. In addition, several of the ideas mentioned above have particular relevance to the speech domain. First, the extension of the model to handle channel distortion could improve results in the telecommunication domain, where noise is not purely additive. Second, because background noise often includes other speaking voices, the problem of monaural blind signal separation is important for developing robust speech applications. Third, the development of perceptually-motivated cost functions using our knowledge of the human auditory system could be facilitated by estimating the speech in alternative transform domains. Finally, the ability to track dynamic regimes within the speech waveform would obviate the need for windowing speech, thereby improving performance and computation time.

**Application Development.** The results shown in the previous chapter are somewhat preliminary in the sense that the dual EKF was applied to these data sets with little or no application-specific modification. Numerous issues arise in the context of a particular application; the adaptation or alteration of the algorithm to accommodate these issues would certainly produce results superior to those shown here, and represents an important direction for future research.

The power of the dual EKF approach comes from its theoretical foundation, and its ability to be used with many different cost functions and application domains. This flexibility makes the dual EKF an excellent starting point for a number of possible research directions. Although certainly not exhaustive, the above list contains ideas regarded by the author as the most promising in terms of their potential benefit to the research community. Some of these proposals are quite straightforward; others represent a considerable amount of work. All of them would increase the impact of the dual EKF paradigm on a variety of fields.
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Appendix A

Gaussian Conditional Densities

In this appendix, the functional form for several of the conditional densities used in this thesis are derived under a Gaussian assumption on the process and measurement noises. Namely, in Section 2.3, expressions for the terms on the right hand side of Equation 2.8:

$$\rho_{y_k^N|x_k^N|w} = \rho_{y_k^N|x_k^N} \cdot \rho_{x_k^N|w}$$

(2.8)

were displayed without derivation. In Section 2.4, an expression for the marginal likelihood $\rho_{y_k^N|w}$ was stated. Derivations for these expressions are provided below. For convenience, the AR model of Equation 1.1 is rewritten here as:

$$x_k = f(x_{k-1}, \ldots, x_{k-M}, w) + u_k \quad (1.1)$$

$$y_k = x_k + n_k, \quad \forall k \in \{1 \ldots N\}.$$

A.1 Joint Likelihood $\rho_{y_k^N|w}$

This conditional density appears as the first term in Equation 2.8, and can be thought of as a joint likelihood function for the signal and weights. By employing the definition of conditional densities, we can write:

$$\rho_{y_k^N|x_k^N|w} = \rho_{y_N|x_k^N} \cdot \rho_{y_{N-1}|x_k^N|w} \quad (A.1)$$

$$= \rho_{y_N|x_k^N} \cdot \rho_{y_{N-1}|x_k^N} \cdot \rho_{y_{N-2}|x_k^N} \cdot \rho_{y_{N-3}|x_k^N} \cdots \quad (A.2)$$

$$= \rho_{y_1|x_k^N} \cdot \prod_{k=2}^{N} \rho_{y_k|y_{k-1}^N} \quad (A.3)$$

which, because $y_k = x_k + n_k$, reduces to:

$$= \prod_{k=1}^{N} \rho_{y_k|x_k} \quad (A.5)$$
If $n_k$ is zero-mean white Gaussian noise, then $\rho_{y_k|x_k} \sim N(x_k, \sigma_n^2)$, and each term in the product is

$$\rho_{y_k|x_k} = \frac{1}{\sqrt{2\pi\sigma_n^2}} \exp\left(-\frac{(y_k - E[y_k|x_k])^2}{2\sigma_n^2}\right),$$

(A.6)

and

$$\rho_{y_1^n|x_1^n} = \frac{1}{\sqrt{(2\pi)^N(\sigma_n^2)^N}} \exp\left(-\sum_{k=1}^N \frac{(y_k - x_k)^2}{2\sigma_n^2}\right).$$

(A.7)

This is the first term on the right hand side of Equation 2.9 on page 23.

A.2 Conditional Density $\rho_{x_1^n|w}$

This conditional density appears as the second term in Equation 2.8. It can be expanded as:

$$\rho_{x_1^n|w} = \rho_{x_N|x_1^{N-1}w} \cdot \rho_{x_1^{N-1}|w}$$

(A.8)

$$= \rho_{x_N|x_1^{N-1}w} \cdot \rho_{x_{N-1}|x_1^{N-2}w} \cdot \rho_{x_1^{N-2}|w}$$

(A.9)

$$\ldots$$

$$= \prod_{k=1}^N \rho_{x_k|x_1^{k-1}w}$$

(A.10)

which, because $x_k = f(x_{k-1}, \ldots, x_{k-M}, w) + v_k$, reduces to:

$$= \prod_{k=1}^N \rho_{x_k|x_1^{k-1}w}.$$  

(A.11)

If $v_k$ is zero-mean white Gaussian noise, then each term in the product is

$$\rho_{x_k|x_1^{k-1}w} = \frac{1}{\sqrt{2\pi\sigma_v^2}} \exp\left(-\frac{(x_k - x_{k}^-)^2}{2\sigma_v^2}\right),$$

(A.13)

where $x_{k}^- \triangleq E[x_k|x_1^{k-1}w]$,

$$= f(x_{k-1}, \ldots, x_{k-M}, w)$$

(A.13)

Hence,

$$\rho_{x_1^n|w} = \frac{1}{\sqrt{(2\pi)^N(\sigma_v^2)^N}} \exp\left(-\sum_{k=1}^N \frac{(x_k - x_{k}^-)^2}{2\sigma_v^2}\right).$$

(A.14)

This is the second term on the right hand side of Equation 2.9 on page 23.
A.3 Marginal Likelihood $\rho_{y_1^N|w}$

This conditional density appears as the first term in Equation 2.48 on page 35, and is a marginal likelihood function for the weights. By employing the definition of conditional densities, we can write:

$$\rho_{y_1^N|w} = \rho_{y_N|y_1^{N-1}w} \cdot \rho_{y_1^{N-1}|w}$$

$$= \rho_{y_N|y_1^{N-2}w} \cdot \rho_{y_1^{N-1}|y_1^{N-2}w} \cdot \rho_{y_1^{N-2}|w}$$

$$\ldots$$

$$= \prod_{k=1}^{N} \rho_{y_k|y_1^{k-1}w}.$$  \hspace{1cm} (A.18)

When the dynamics $f(\cdot)$ are linear, and both $v_k$ and $n_k$ are zero-mean white Gaussian processes, then each term in the product is:

$$\rho_{y_k|y_1^{k-1}w} = \frac{1}{\sqrt{2\pi\sigma_{\xi_k}^2}} \exp \left( -\frac{(y_k - \bar{y}_{k|k-1})^2}{2\sigma_{\xi_k}^2} \right),$$  \hspace{1cm} (A.19)

where $\bar{y}_{k|k-1} \triangleq E[y_k|\{y_t\}_{t=1}^{k-1},w]$, and

$$\rho_{y_1^N|w} = \prod_{k=1}^{N} \frac{1}{\sqrt{2\pi\sigma_{\xi_k}^2}} \exp \left( -\frac{(y_k - \bar{y}_{k|k-1})^2}{2\sigma_{\xi_k}^2} \right).$$  \hspace{1cm} (A.20)

This is the expression given in Equation 2.49 on page 35. If $f(\cdot)$ is nonlinear, the densities $\rho_{y_k|y_1^{k-1}w}$ will lose their Gaussian form, and Equation 2.49 represents an approximation.
Appendix B

Second Marginal Expansion

This appendix investigates an alternative marginal cost function. Although no practical algorithm results from this exercise, the development is nonetheless interesting. In Section 2.4, the joint density is expanded into two terms as:

\[ \rho_{x_i'w|y_i'} = \rho_{x_i'|y_i'}w \cdot \rho_{w|y_i'} \]

where the first term is maximized with respect to the signal, and the second term with respect to the weights.

An alternative to the above expansion is given by:

\[ \rho_{x_i'|y_i'} = \rho_{w|y_i'} \cdot \rho_{x_i'|y_i'} \]  (B.1)

This suggests an alternative estimation scheme, in which \( \hat{x}_k \) is found by maximizing the second term, \( \rho_{x_i'|y_i'} \), and \( \hat{w} \) is found by maximizing the first term, \( \rho_{w|y_i'} \).

Similar to the comment made in Section 2.4 about the first expanded form, note that \( w \) can be estimated from the first term alone, but to maximize \( \rho_{x_i'|y_i'} \) with respect to \( \{x_k\}_1^N \), both terms need to be maximized. While algorithms based on the first expanded form have appeared in the literature, the same is not true of the second form. This is primarily because of the difficulty in maximizing \( \rho_{x_i'|y_i'} \), as is shown below.

B.1 Model-Free Signal Estimation

To begin, consider the estimation of \( \{x_k\}_1^N \) via the second term. Applying Bayes rule, we see that:

\[ \rho_{x_i'|y_i'} = \frac{\rho_{y_i'|x_i'} \cdot \rho_{x_i'}}{\rho_{y_i'}} \]  (B.2)

While the prior \( \rho_{y_i'} \) can be ignored (it is independent of \( \{x_k\}_1^N \)), the same is not true of \( \rho_{x_i'} \). In this case, the prior \( \rho_{x_i'} \) is an important part of the density because it contains our knowledge that \( \{x_k\}_1^N \) was generated by an autoregressive process.
To see the importance of this prior, consider maximizing the likelihood $\rho_{y_N^I|x_N^I}$ alone. The corresponding cost function is:
\[
J_{y_N^I|x_N^I}(x, w)(z) = \sum_{k=1}^N \left( \frac{(y_k - x_k)^2}{\sigma_n^2} \right),
\]
which does not produce an interesting result. The maximum-likelihood estimates in this case would be $\{\hat{x}_k\}_1^N = \{y_k\}_1^N$.

The problem is that the time series $\{x_k\}_1^N$ has not been constrained to be generated by an autoregressive process. To make this restriction more explicit in the prior, we can rewrite it as $\rho_{x_N^I|M}$, where $M$ represents the model structure of the autoregressive model, independent of a specific choice of parameters $w$.

The prior can then be written as:
\[
\rho_{x_N^I|M} = \frac{\rho_{x_N^I|w,M}}{\rho_{w|x_N^I}} = \frac{\rho_{x_N^I|w,M}}{\rho_{w|x_N^I}}.
\]
This expression can be simplified by making the model structure $M$ implicit in the parameters $w$. That is,
\[
\rho_{x_N^I|M} = \frac{\rho_{x_N^I|w}}{\rho_{w|x_N^I}} = \frac{\rho_{x_N^I|w,M}}{\rho_{w|x_N^I}},
\]
where we have used the fact that $\rho_{y_N^I|x_N^I} = \rho_{y_N^I|x_N^I,w}$. Because $\rho_w$ and $\rho_{y_N^I}$ are independent of $\{x_k\}_1^N$, we can find $\{\hat{x}_k\}_1^N$ by maximizing the function:
\[
\rho_{y_N^I|x_N^I,w},
\]
or, equivalently, its log:
\[
\log \rho_{y_N^I|x_N^I,w} - \log \rho_{w|x_N^I},
\]
with respect to $\{x_k\}_1^N$. This produces a new cost function, given by:
\[
J_{x_N^I|y_N^I}(x, w) = J(x_N^I, w) - J_{w|x_N^I}(x, w),
\]
where
\[
J_{w|x_N^I}(x, w) = (w' - \hat{w}((\{x_k\}_1^N)))^T P_{w|x_N^I}^{-1}(w - \hat{w}((\{x_k\}_1^N))).
\]
The second term represents a penalty for estimates \( \{\hat{z}_k\}_1^N \) that agree too well with the assumed value of \( w \). This effectively removes any bias on the solution which might result from the specific choice of \( w \).

Making use of this additional term in the cost function can prove difficult, however. In particular, since \( \hat{w} \) will typically be found by a nonlinear optimization procedure, there is no closed-form expression for \( \hat{w} \) as a function of \( \{x_k\}_1^N \). Without this expression, the derivative of the weights with respect to the time-series cannot be computed, and the cost function cannot be minimized.

### B.2 Signal-Based Weight Estimation

Assuming that a signal estimate \( \{\hat{z}_k\}_1^N \) is found, however, weight estimates \( \hat{w} \) can now be found by maximizing the first term in the expansion of the joint density in Equation B.1, \( \rho_{w|y_1^N x_1^N} \). This can be written as:

\[
\rho_{w|y_1^N x_1^N} = \frac{\rho_{y_1^N x_1^N | w} \cdot \rho_{w}}{\rho_{y_1^N x_1^N}}. 
\]

Since \( \rho_{y_1^N x_1^N} \) is independent of \( w \), the numerator alone can be maximized to estimate the weights. Furthermore, the term \( \rho_{w} \) can be dropped if we assume that no prior information is available on the distribution of the weights. This leaves \( \rho_{y_1^N x_1^N | w} \) as the likelihood function for the weights. As described in Section 2.3, this can be maximized by minimizing one of the cost functions given in Equations 2.13, 2.14 on page 25, or for error coupling, Equations 2.19, 2.20 on page 28.

However, if \( \{\hat{z}_k\}_1^N \) is actually obtained by maximizing \( \rho_{x_1^N | y_1^N} \), then it will be independent of \( w \). In this case, the versions of the costs which reflect this independence (namely Equations 2.14 and 2.20) are the most appropriate.
Appendix C

Kalman Filtering

The Kalman filter [36] generates optimal state estimates for linear systems. In this appendix, the Kalman filter is derived from the MAP perspective, both in the context of signal estimation, and in the context of weight estimation.

C.1 Signal Estimation

Recall the linear state-space representation for a noisy time-series \( \{ y_k \}^N_1 \), given in Equations 3.11 and 3.12 on page 47:

\[
\begin{align*}
x_k &= A \cdot x_{k-1} + B \cdot v_k \\
y_k &= C \cdot x_k + n_k.
\end{align*}
\]

Section 3.2 showed how sequential estimation of the signal \( \{ x_k \}^N_1 \) requires recursive estimation of the state \( x_k \). This involves the two steps illustrated in Figure 3.2: (1) the generation of the posterior statistics from the prior statistics, and (2) generation of the prior statistics from the posterior statistics at the previous time step.

C.1.1 Posterior State Estimation

The posterior mean of the state is defined as:

\[
\hat{x}_k = E[x_k | \{ y_l \}^t_1, w]
\]

which is equivalent to the MAP estimate:

\[
\hat{x}_k = \arg \max_{x_k} \rho(x_k | y_t^t, w)
\]

when the statistics are Gaussian. The solution to the MAP formulation of the problem is shown below.
The posterior density for the state can be expanded by as
\[
\rho_{\mathbf{x}_k|\mathbf{y}_t^1} = \frac{\rho_{\mathbf{y}_t^1|\mathbf{x}_k} \cdot \rho_{\mathbf{x}_k|\mathbf{y}_t^1} \cdot \rho_{\mathbf{y}_t^1|\mathbf{w}}}{\rho_{\mathbf{y}_t^1|\mathbf{w}}}. \quad (C.3)
\]

Note that \(\rho_{\mathbf{y}_t^1|\mathbf{x}_k} = \rho_{\mathbf{y}_k|\mathbf{x}_k}\). Also, \(\rho_{\mathbf{y}_t^1|\mathbf{w}}\) can be dropped because it is functionally independent of \(\mathbf{x}\); hence, the MAP state estimate is found as:
\[
\hat{x}_k = \arg \max_{\mathbf{x}_k} (\rho_{\mathbf{y}_k|\mathbf{x}_k} \cdot \rho_{\mathbf{x}_k|\mathbf{y}_t^1}). \quad (C.4)
\]

Under the Gaussian assumption, the two terms can be written out explicitly as:
\[
\rho_{\mathbf{y}_k|\mathbf{x}_k} = \frac{1}{\sqrt{\text{det}(2\pi \Sigma_n)}} \exp \left\{ -\frac{1}{2}(\mathbf{y}_k - \mathbf{C}\mathbf{x}_k)(\Sigma_n^{-1})(\mathbf{y}_k - \mathbf{C}\mathbf{x}_k)^T \right\}
\rho_{\mathbf{x}_k|\mathbf{y}_t^1} = \frac{1}{\sqrt{\text{det}(2\pi \Sigma_n^\mathbf{K})}} \exp \left\{ -\frac{1}{2}(\mathbf{x}_k - \hat{x}_k^-)(\Sigma_n^{\mathbf{K}})^{-1}(\mathbf{x}_k - \hat{x}_k^-) \right\},
\]

where \(\hat{x}_k^- \triangleq \mathbf{E}[\mathbf{x}_k|\{\mathbf{y}_t\}_{t=1}^{k-1}, \mathbf{w}]\) and \(\Sigma_n^{\mathbf{K}} \triangleq \mathbf{E}[(\mathbf{x}_k - \hat{x}_k^-)^2|\{\mathbf{y}_t\}_{t=1}^{k-1}, \mathbf{w}]\) represent the prior mean and covariance of the state. Therefore, taking the negative log of \((\rho_{\mathbf{y}_k|\mathbf{x}_k} \cdot \rho_{\mathbf{x}_k|\mathbf{y}_t^1})\) yields
\[
\alpha = \frac{1}{2}(\mathbf{y}_k - \mathbf{C}\mathbf{x}_k)^T \Sigma_n^{-1}(\mathbf{y}_k - \mathbf{C}\mathbf{x}_k) + \frac{1}{2}(\mathbf{x}_k - \hat{x}_k^-)^T(\Sigma_n^{\mathbf{K}})^{-1}(\mathbf{x}_k - \hat{x}_k^-), \quad (C.5)
\]

where \(\alpha\) is a constant to account for the normalizing terms in the Gaussian density functions. Hence, \(\hat{x}_k\) can be found by minimizing the expression in Equation C.5. This is done by taking the derivative with respect to the unknown \(\mathbf{x}_k\) and setting it to zero:
\[
\frac{\partial \ln(\rho_{\mathbf{y}_k|\mathbf{x}_k})}{\partial \mathbf{x}_k} = (\Sigma_n^{\mathbf{K}})^{-1}(\mathbf{x}_k - \hat{x}_k^-) - \mathbf{C}^T \Sigma_n^{-2}(\mathbf{y}_k - \mathbf{C}\mathbf{x}_k)
\]
\[
\Rightarrow \quad 0 = (\Sigma_n^{\mathbf{K}})^{-1}(\mathbf{x}_k - \hat{x}_k^-) - \mathbf{C}^T \Sigma_n^{-2}(\mathbf{y}_k - \mathbf{C}\hat{x}_k^-) \quad (C.6)
\]

Collecting \((\mathbf{x}_k - \hat{x}_k^-)\) terms on the left hand side gives:
\[
(\Sigma_n^{\mathbf{K}})^{-1}(\mathbf{x}_k - \hat{x}_k^-) + \mathbf{C}^T \Sigma_n^{-2} \mathbf{C}(\mathbf{x}_k - \hat{x}_k^-) = \mathbf{C}^T \Sigma_n^{-2}(\mathbf{y}_k - \mathbf{C}\hat{x}_k^-) \quad (C.7)
\]

or
\[
((\Sigma_n^{\mathbf{K}})^{-1} + \mathbf{C}^T \Sigma_n^{-2} \mathbf{C})(\mathbf{x}_k - \hat{x}_k^-) = \mathbf{C}^T \Sigma_n^{-2}(\mathbf{y}_k - \mathbf{C}\hat{x}_k^-) \quad (C.8)
\]

and solving for \(\mathbf{x}_k\) yields:
\[
\mathbf{x}_k = \hat{x}_k^- + ((\Sigma_n^{\mathbf{K}})^{-1} + \mathbf{C}^T \Sigma_n^{-2} \mathbf{C})^{-1}\mathbf{C}^T \Sigma_n^{-2}(\mathbf{y}_k - \mathbf{C}\hat{x}_k^-) \quad (C.9)
\]

Letting \(\hat{x}_k\) take the value of the solution, this can be rewritten in the more familiar form as:
\[
\hat{x}_k = \hat{x}_k^- + \mathbf{K}_k(\mathbf{y}_k - \mathbf{C}\hat{x}_k^-), \quad (C.11)
\]

where \(\mathbf{K}_k \triangleq ((\Sigma_n^{\mathbf{K}})^{-1} + \mathbf{C}^T \Sigma_n^{-2} \mathbf{C})^{-1}\mathbf{C}^T \Sigma_n^{-2}\)
\[(A^{-1} + BDC)^{-1} = A - AB(CAB + D^{-1})^{-1}CA\]

Formula C.1: The matrix inversion lemma.

is commonly referred to as the Kalman gain.

Note that computing the gain \(K_k\) involves inverting an \(M \times M\) dimensional matrix, where \(M\) is the length of the state vector \(x_k\). This can be a relatively expensive procedure for large state vectors. Alternatively, the matrix inversion lemma (see Formula C.1) allows \(K_k\) to be written in a form that involves inverting a matrix with the same dimension as the measurement, \(y_k\) (in this case a scalar).

Applying the matrix inversion lemma to:

\[
K_k = \left( (P_k^-)^{-1} + C^T \sigma_n^{-2} C \right)^{-1} C^T \sigma_n^{-2} \quad \text{gives} \quad (C.12)
\]

\[
K_k = (P_k^- - P_k^- C^T (CP_k^- C^T + \sigma_n^2)^{-1} CP_k^-) C^T \sigma_n^{-2}, \quad (C.13)
\]

which can be simplified by the following algebraic steps:

\[
K_k = P_k^- C^T \sigma_n^{-2} - P_k^- C^T (CP_k^- C^T + \sigma_n^2)^{-1} CP_k^- C^T \sigma_n^{-2} \quad (C.14)
\]

\[
= P_k^- C^T \left[\sigma_n^{-2} - (CP_k^- C^T + \sigma_n^2)^{-1} CP_k^- C^T \sigma_n^{-2} \right] \quad (C.15)
\]

\[
= P_k^- C^T (CP_k^- C^T + \sigma_n^2)^{-1} [(CP_k^- C^T + \sigma_n^2) \sigma_n^{-2} - CP_k^- C^T \sigma_n^{-2}] \quad (C.16)
\]

\[
= P_k^- C^T (CP_k^- C^T + \sigma_n^2)^{-1} [(CP_k^- C^T \sigma_n^{-2} + 1) - CP_k^- C^T \sigma_n^{-2}] \quad (C.17)
\]

leaving the commonly-used form:

\[
K_k = P_k^- C^T (CP_k^- C^T + \sigma_n^2)^{-1}. \quad (C.18)
\]

For one-dimensional time-series data, \(C\) has dimension \(1 \times M\), so the above equation involves inverting only a scalar.

### C.1.2 Posterior Covariance Estimation

Recall that to continue sequential estimation of the state, the posterior error covariance \(P_k\) is also required. This can be found by using the definition:

\[
P_k = E[(x_k - \hat{x}_k)(x_k - \hat{x}_k)^T], \quad (C.19)
\]
and substituting the definition of $\dot{x}_k$ in Equation C.11 to give:

$$ P_k = E[(x_k - \dot{x}_k - K_k(y_k - C_k\dot{x}_k))(x_k - \dot{x}_k - K_k(y_k - C_k\dot{x}_k))^T]. \quad (C.20) $$

Multiplying out the quadratic produces:

$$ P_k = E[(x_k - \dot{x}_k)(x_k - \dot{x}_k)^T] - E[(x_k - \dot{x}_k)(y_k - C_k\dot{x}_k)^TK_k^T] - K_kE[(y_k - C_k\dot{x}_k)(x_k - \dot{x}_k)^T] + K_kE[(y_k - C_k\dot{x}_k)(y_k - C_k\dot{x}_k)^T]K_k^T \quad (C.21) $$

While the first term on the right hand side of Equation C.21 evaluates immediately to $P_k$, evaluation of the second, third, and fourth terms in this last expression involves rewriting $(y_k - C_k\dot{x}_k)$ as:

$$ (y_k - C\dot{x}_k) = (Cx_k + n_k) - C\dot{x}_k $$

$$ = C(x_k - \dot{x}_k) + n_k, \quad (C.22) $$

so that the second term in Equation C.21 contains

$$ E[(x_k - \dot{x}_k)(y_k - C\dot{x}_k)^T] = E[(x_k - \dot{x}_k)(x_k - \dot{x}_k)^TC] + E[(x_k - \dot{x}_k)n_k] $$

$$ = P_k^TC, \quad (C.23) $$

where the cross-term vanished because the measurement noise $n_k$ is assumed to be white, and therefore uncorrelated with $(x_k - \dot{x}_k)$. The third term in Equation C.21 is simply the transpose of the second. The fourth term contains:

$$ E[(y_k - C\dot{x}_k)(y_k - C\dot{x}_k)^T] = CE[(x_k - \dot{x}_k)(x_k - \dot{x}_k)^TC] + CE[(x_k - \dot{x}_k)n_k] $$

$$ + E[n_k(x_k - \dot{x}_k)^T]C + E[n_kn_k] $$

where the cross-terms are again dropped to give:

$$ = CP_k^TC + \sigma_n^2, \quad (C.24) $$

Substituting the terms C.23 and C.24 into Equation C.21 yields:

$$ P_k = P_k - P_k^TC^TK_k^T - K_kCP_k + K_k(CP_k^TC + \sigma_n^2)K_k^T \quad (C.25) $$

which, using $K_k = P_k^TC^T(CP_k^TC + \sigma_n^2)^{-1}$, gives:

$$ P_k = P_k - P_k^{1/2}C^TK_k^T - K_kCP_k^1 + P_k^TC^TK_k^T $$

$$ = P_k - K_kCP_k $$

$$ = (I - K_kC)P_k^1. \quad (C.26) $$
This provides the posterior error covariance $P_k$ as a linear function of the prior covariance $P_k^-$. 

### C.1.3 Prior Estimation

Now that equations have been obtained for $\hat{x}_k$ and $P_k$, it remains to be shown how $\hat{x}_{k+1}^-$ and $P_{k+1}^-$ are generated for the next time step. Using the state-space equations makes this fairly straightforward. The prior state estimate is:

$$
\hat{x}_{k+1}^- = E[\{x}_{k+1}^k | \{y}_l^k, w]
= E[\{Ax_k + Bu_{k-1} | \{y}_l^k, w] = A\{x}_k + \{Bv_{k-1} | \{y}_l^k, w
= A\hat{x}_k,
$$

where the conditional expectation of $u_{k-1}$ is zero under the assumption that the process noise is white.

The prior covariance is obtained readily as:

$$
P_{k+1}^- = E[(x_{k+1} - \hat{x}_{k+1}^-)(x_{k+1} - \hat{x}_{k+1}^-)^T | \{y}_l^k, w]
= E[(Ax_k + Bu_{k-1} - A\hat{x}_k)(Ax_k + Bu_{k-1} - A\hat{x}_k)^T | \{y}_l^k, w]
= E[(A(x_k - \hat{x}_k) + Bu_{k-1})(A(x_k - \hat{x}_k) + Bu_{k-1})^T | \{y}_l^k, w]
\quad (C.28)
= A\{x}_k - A\hat{x}_k)^T | \{y}_l^k, w]A^T + BE[(u_{k-1})^2 | \{y}_l^k, w]B^T
+ AP_k A^T + B\sigma^2_k B^T
$$

These equations for generating the prior mean and covariance from the posteriors are often referred to as the **time-update** equations of the Kalman filter. The equations for generating posteriors from the priors are referred to as the **measurement-update** equations. Both sets of Kalman filter equations are summarized in Formula 3.1.

### C.2 Weight Estimation

The Kalman filter can also be used to produce optimal sequential estimates of the weights when the clean signal $x_k$ is known. The following development exactly parallels that just presented for state estimation, with the addition of a description of recursive least squares at the end of the section.

The linear state-space representation:

$$
w_k = w_{k-1} + u_k \quad (C.29)
$$

$$
x_k = w_k^T x_{k-1} + v_k \quad (C.30)
$$
is used to characterize the weights as a (stationary) random walk.

The MAP estimate of the weights is defined in Equation 3.45 on page 55 as:

\[
\hat{w}_k = \arg \max_w p(x \mid w)
\]

and the corresponding sequential MAP cost is derived as:

\[
J_k(w) = \frac{(x_k - \hat{x}_k)^2}{\sigma_v^2} + (w - \hat{w}_k)^T (Q_k^-)^{-1} (w - \hat{w}_k),
\]

where the signal prediction is written in the linear case as \( x_k^- = x_{k-1}^T w_k \). The prior weight estimate and error covariance are given in Equation 3.54 and 3.55 on page 57 as:

\[
\hat{w}_k^- = \hat{w}_{k-1} \quad \text{where} \quad \hat{w}_{k-1} \triangleq E[w_{k-1} \mid \{x_i\}_{i=1}^{k-1}], \quad \text{and}
\]

\[
Q_k^- = Q_{k-1} + U_k, \quad \text{where} \quad Q_{k-1} \triangleq E[(w - \hat{w}_{k-1})^2 \mid \{x_i\}_{i=1}^{k-1}].
\]

Hence, the prior weight estimate \( \hat{w}_k^- \) and covariance \( Q_k^- \) are directly dependent on the posterior estimate \( \hat{w}_{k-1} \) and covariance \( Q_{k-1} \) from the previous time step. These equations constitute the time-update of the Kalman weight filter. The measurement-update involves computing the posterior mean and covariance from the priors. Assuming Gaussian statistics, this can be done by finding the MAP estimate.

### C.2.1 Posterior Weight Estimation

The MAP estimate of the weights is found by taking the derivative of \( J_k(w) \) with respect to \( w \), and setting it to zero:

\[
\frac{\partial \ln(p(w \mid x))}{\partial w} = (Q_k^-)^{-1}(w - \hat{w}_k^-) - \frac{1}{\sigma_v^2} x_{k-1}(x_k - x_{k-1}^T w)
\]

\[
\Rightarrow 0 = (Q_k^-)^{-1}(w - \hat{w}_k^-) - \sigma_v^{-2} x_{k-1}[x_k - x_{k-1}^T (w - \hat{w}_k^-)] - x_{k-1}^T \hat{w}_k^-
\]

Collecting \( (w - \hat{w}_k^-) \) terms on the left hand side gives:

\[
(Q_k^-)^{-1}(w - \hat{w}_k^-) + \sigma_v^{-2} x_{k-1} x_{k-1}^T (w - \hat{w}_k^-) = \sigma_v^{-2} x_{k-1} [x_k - x_{k-1}^T \hat{w}_k^-]
\]

or

\[
((Q_k^-)^{-1} + \sigma_v^{-2} x_{k-1} x_{k-1}^T)(w - \hat{w}_k^-) = \sigma_v^{-2} x_{k-1} [x_k - x_{k-1}^T \hat{w}_k^-],
\]

and solving for \( w \) yields:

\[
w = \hat{w}_k^- + ((Q_k^-)^{-1} + x_{k-1} \sigma_v^{-2} x_{k-1}^T)^{-1} x_{k-1} \sigma_v^{-2} [x_k - x_{k-1}^T \hat{w}_k^-].
\]

Letting \( \hat{w}_k \) take the value of the solution, this can be rewritten in the more familiar form as:

\[
\hat{w}_k = \hat{w}_k^- + K_k^w (x_k - x_{k-1}^T \hat{w}_k^-),
\]

where

\[
K_k^w \triangleq ((Q_k^-)^{-1} + x_{k-1} \sigma_v^{-2} x_{k-1}^T)^{-1} x_{k-1} \sigma_v^{-2}
\]
is the Kalman gain for weight estimation. Using the matrix inversion lemma as in Equations C.12-C.18 allows $K_w^k$ to be written in the alternate form:

$$K_w^k = Q_k^{-1} x_{k-1} (x_{k-1}^T Q_k^{-1} x_{k-1} + \sigma_w^2)^{-1}. \quad (C.37)$$

### C.2.2 Posterior Covariance of Weights

The posterior covariance of the weights is

$$Q_k = E[(w - \hat{w}_k)(w - \hat{w}_k)^T | \{z_t\}_t]. \quad (C.38)$$

Substituting the definition of $\hat{w}_k$ in Equation C.36 gives:

$$Q_k = E[(w - \hat{w}_k - K_w^k (x_k - \hat{x}_{k-1}^T \hat{w}_k))(w - \hat{w}_k - K_w^k (x_k - \hat{x}_{k-1}^T \hat{w}_k))^T]. \quad (C.39)$$

Multiplying out the quadratic produces:

$$Q_k = E[(w - \hat{w}_k)(w - \hat{w}_k)^T] - E[(w - \hat{w}_k)(x_k - \hat{x}_{k-1}^T \hat{w}_k)^T] (K_w^k)^T$$

$$- K_w^k E[(x_k - \hat{x}_{k-1} \hat{w}_k)^T] (w - \hat{w}_k)^T$$

$$+ K_w^k E[(x_k - \hat{x}_{k-1} \hat{w}_k)(x_k - \hat{x}_{k-1} \hat{w}_k)^T] (K_w^k)^T \quad (C.40)$$

While the first term on the right hand side of Equation C.40 evaluates immediately to $Q_k^-$, evaluation of the second, third, and fourth terms in this last expression requires rewriting $(x_k - \hat{x}_{k-1} \hat{w}_k)$ as:

$$(x_k - \hat{x}_{k-1}^T \hat{w}_k) = (\hat{x}_{k-1} w + v_k) - \hat{x}_{k-1} \hat{w}_k$$

$$= \hat{x}_{k-1} (w - \hat{w}_k) + v_k. \quad (C.41)$$

Hence, the second term in Equation C.40 contains

$$E[(w - \hat{w}_k)(x_k - \hat{x}_{k-1}^T \hat{w}_k)^T] = E[(w - \hat{w}_k)(w - \hat{w}_k)^T \hat{x}_{k-1}] + E[(w - \hat{w}_k) v_k]$$

$$= Q_k^- \hat{x}_{k-1}, \quad (C.42)$$

where the cross-term vanished because the process noise $v_k$ is white, and is therefore uncorrelated with $(w - \hat{w}_k)$. The third term in Equation C.40 is simply the transpose of the second. The fourth term contains:

$$E[(x_k - \hat{x}_{k-1}^T \hat{w}_k)(x_k - \hat{x}_{k-1}^T \hat{w}_k)^T] = \hat{x}_{k-1}^T E[(w - \hat{w}_k)^T (w - \hat{w}_k)] \hat{x}_{k-1}$$

$$+ \hat{x}_{k-1}^T E[(w - \hat{w}_k) v_k]$$

$$+ E[v_k (w - \hat{w}_k)^T] \hat{x}_{k-1} + E[v_k v_k]$$
where the cross-terms are again dropped to give:

$$= \tilde{x}_{k-1}^T Q_k^- \tilde{x}_{k-1} + \sigma_v^2,$$

(C.43)

Substituting the terms C.42 and C.43 into Equation C.40 yields:

$$Q_k = Q_k^- - Q_k^- \tilde{x}_{k-1} (K_k^w)^T - K_k^w \tilde{x}_{k-1}^T Q_k^- + K_k^w (\tilde{x}_{k-1}^T Q_k^- \tilde{x}_{k-1} + \sigma_v^2) (K_k^w)^T$$

(C.44)

which, using $K_k^w = Q_k^- \tilde{x}_{k-1} (\tilde{x}_{k-1}^T Q_k^- \tilde{x}_{k-1} + \sigma_v^2)^{-1}$, gives:

$$Q_k = Q_k^- - K_k^w \tilde{x}_{k-1}^T Q_k^-$$

$$= (I - K_k^w \tilde{x}_{k-1}^T) Q_k^-.$$

(C.45)

This provides the posterior error covariance $Q_k$ as a linear function of the prior covariance $Q_k^-$. The covariance can also be written another way by substituting the definition of $K_k^w$ to give:

$$Q_k = (I - Q_k^- \tilde{x}_{k-1} (\tilde{x}_{k-1}^T Q_k^- \tilde{x}_{k-1} + \sigma_v^2)^{-1} \tilde{x}_{k-1}^T) Q_k^-$$

(C.46)

$$= Q_k^- - Q_k^- \tilde{x}_{k-1} (\tilde{x}_{k-1}^T Q_k^- \tilde{x}_{k-1} + \sigma_v^2)^{-1} \tilde{x}_{k-1}^T Q_k^-$$

(C.47)

$$= ((Q_k^-)^{-1} + \tilde{x}_{k-1} \sigma_v^{-2} \tilde{x}_{k-1}^T)^{-1},$$

(C.48)

where the last step follows directly from the matrix inversion lemma. With this equation in place, an alternative expression can now be obtained for the Kalman gain in Equation C.36:

$$K_k^w = Q_k \tilde{x}_{k-1} \sigma_v^{-2}.$$

(C.49)

This expression is not generally used in the Kalman weight filter, but it is useful for showing the relationship between Kalman weight filtering and the modified Gauss-Newton optimization technique.

### C.2.3 Recursive Least Squares

As stated in Section 3.3, RLS can be viewed as a special case of the Kalman weight filter by constraining the covariance of $u_k$ such that

$$Q_k^- = \lambda^{-1} Q_{k-1}.$$

(C.50)

By defining:

$$\Sigma_k \triangleq \left( \frac{1}{\sigma_v^2} Q_k \right)^{-1} = \left( \frac{\lambda}{\sigma_v^2} Q_{k-1} \right)^{-1},$$

(C.51)
the weight measurement update Equations 3.60-3.62 from Formula 3.5:

\[ K_k^w = Q_k^- x_{k-1} \left( x_{k-1}^T Q_k^- x_{k-1} + \sigma_{e_k}^2 \right)^{-1} \]  
\[ \hat{w}_k = \hat{w}_{k-1} + K_k^w (x_k - x_{k-1}^T \hat{w}_{k-1}) \]  
\[ Q_k = (I - K_k^w x_{k-1}^T) Q_k^- \]  
\[ ((3.60)) \]
\[ ((3.61)) \]
\[ ((3.62)) \]

can be replaced by:

\[ K_k^w = \Sigma_k^{-1} \hat{x}_{k-1} (\hat{x}_{k-1}^T \Sigma_k^{-1} \hat{x}_{k-1} + \lambda)^{-1} \]  
\[ \hat{w}_k = \hat{w}_{k-1} + K_k^w (x_k - \hat{x}_{k-1}^T \hat{w}_{k-1}) \]  
\[ \Sigma_k^{-1} = \lambda^{-1} (I - K_k^w \hat{x}_{k-1}^T \Sigma_k^{-1}) \]  
\[ ((C.52)) \]
\[ ((C.53)) \]
\[ ((C.54)) \]

which is the RLS algorithm in its more efficient form. An equivalent form is obtained by substituting Equation C.52 into Equation C.54 to get:

\[ \Sigma_k^{-1} = \lambda^{-1} \left( \Sigma_k^{-1} - \Sigma_k^{-1} \hat{x}_{k-1} (\hat{x}_{k-1}^T \Sigma_k^{-1} \hat{x}_{k-1} + \lambda)^{-1} \hat{x}_{k-1}^T \right) \]  
\[ ((C.55)) \]

which, by the matrix inversion lemma (Formula C.1), is:

\[ = \lambda^{-1} (\Sigma_k^{-1} + \hat{x}_{k-1} \lambda^{-1} \hat{x}_{k-1}^T)^{-1} \]  
\[ ((C.56)) \]

implying that

\[ \Sigma_k = \lambda (\Sigma_k^{-1} + \hat{x}_{k-1} \lambda^{-1} \hat{x}_{k-1}^T) \]  
\[ = \lambda \Sigma_k^{-1} + \hat{x}_{k-1} \hat{x}_{k-1}^T. \]  
\[ ((C.57)) \]
\[ ((C.58)) \]

This is the traditional form of the RLS update of the data covariance matrix. Rewriting Equation C.49 on the previous page as \( K_k^w = \Sigma_k^{-1} \hat{x}_{k-1} \) allows the weight update in Equation C.53 to be written as

\[ \hat{w}_k = (I - K_k^w \hat{x}_{k-1}^T) \hat{w}_{k-1} + K_k^w x_k \]  
\[ = (I - K_k^w \hat{x}_{k-1}^T) \hat{w}_{k-1} + \Sigma_k^{-1} x_k \]  
\[ = \lambda^{-1} (I - K_k^w \hat{x}_{k-1}^T) \Sigma_k^{-1} \lambda \Sigma_k^{-1} \hat{w}_{k-1} + \Sigma_k^{-1} x_k \]  
\[ ((C.59)) \]
\[ ((C.60)) \]
\[ ((C.61)) \]

which, by Equation C.54 , is:

\[ \hat{w}_k = \Sigma_k^{-1} (\lambda \Sigma_k^{-1} \hat{w}_{k-1} + x_{k-1} x_k) \]  
\[ \Sigma_k^{-1} (\lambda \beta_{k-1} + x_{k-1} x_k), \text{ where } \beta_k \equiv \Sigma_k \hat{w}_k. \]  
\[ ((C.62)) \]
\[ ((C.63)) \]
However, it immediately follows that:

\[
\beta_k = \Sigma_k \Sigma_k^{-1} (\lambda \Sigma_{k-1} \hat{w}_{k-1} + x_{k-1} x_k)
\]

(\text{C.64})

\[
= \lambda \Sigma_{k-1} \hat{w}_{k-1} + x_{k-1} x_k
\]

(\text{C.65})

\[
= \lambda \beta_{k-1} + x_{k-1} x_k.
\]

(\text{C.66})

Hence, the weights are given by:

\[
\hat{w}_k = \Sigma_k^{-1} \beta_k,
\]

(\text{C.67})

and Equations 3.60-3.62 are equivalent to the RLS equations:

\[
\Sigma_k = \lambda \Sigma_{k-1} + x_{k-1} x_{k-1}^T
\]

(\text{C.68})

\[
\beta_k = \lambda \beta_{k-1} + x_{k-1} x_k
\]

(\text{C.69})

\[
\hat{w}_k = \Sigma_k^{-1} \beta_k
\]

(\text{C.70})

as promised.
Appendix D

The EKF Approximation

The preceding appendix shows derivations of the Kalman signal and weight filters under the assumption of a linear state space system. In this appendix we consider the ramifications of applying Kalman filtering techniques to nonlinear systems. Because the nonlinearity of the signal filters used in this thesis is limited to the time-update, the measurement-update of the EKF is not addressed herein. The exact nature of the approximation made by the extended Kalman filter (EKF) time-update is considered first; this is followed by an analysis of the potential severity of this approximation.

D.1 Approximating the Expectation

Generating the prior mean $\hat{x}_{k+1}^{-}$ and covariance $P_{k+1}^{-}$ requires evaluating:

$$\hat{x}_{k+1}^{-} = E[x_{k+1}^{+}|\{y_t\}_{1}^{k}, w]$$

$$= E[F(x_k, w) + Bv_{k+1}|\{y_t\}_{1}^{k}, w]$$

$$= E[F(x_k, w)|\{y_t\}_{1}^{k}, w],$$

where the conditional expectation of $v_{k+1}$ is zero under the assumption that the process noise is white. When the model is nonlinear, evaluation of this expectation is non-trivial. Recalling the structure of the vector function $F(\cdot)$, gives:

$$\hat{x}_{k+1}^{-} = \begin{bmatrix}
E[f(x_k, w)|\{y_t\}_{1}^{k}, w] \\
1 & 0 & 0 & 0 \\
0 & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 1 & 0
\end{bmatrix} \cdot x_k,$$

$$= \begin{bmatrix}
E[f(x_k, w)|\{y_t\}_{1}^{k}, w] \\
1 & 0 & 0 & 0 \\
0 & \ddots & \ddots & \ddots \\
0 & 0 & 0 & 1 & 0
\end{bmatrix} \cdot x_k.$$
where \( \hat{x}_k = E[x_k | \{y_l\}^t_k, w] \). The EKF approximates the expectation of \( f(x_k, w) \) using a Taylor series expansion about \( \hat{x}_k \):

\[
f(x_k, w) = f(\hat{x}_k, w) + \frac{\partial f(\hat{x}_k, w)}{\partial x} T(x_k - \hat{x}_k) + \frac{1}{2} (x_k - \hat{x}_k)^T \frac{\partial^2 f(\hat{x}_k, w)}{\partial x^2} (x_k - \hat{x}_k) + \cdots \tag{D.3}
\]

and keeping only the first two terms:

\[
f(x_k, w) \approx f(\hat{x}_k, w) + \frac{\partial f(\hat{x}_k, w)}{\partial x} T(x_k - \hat{x}_k). \tag{D.4}
\]

The conditional expectation of the second term is zero, so expectation of the truncated Taylor series gives:

\[
\hat{x}_{k+1} \approx F(\hat{x}_k, w). \tag{D.5}
\]

Approximate evaluation of \( P_{k+1}^- \) requires writing the truncated Taylor series of the entire vector function:

\[
F(x_k) \approx F(\hat{x}_k) + A_k \cdot (x_k - \hat{x}_k) \tag{D.6}
\]

where \( A_k \) is defined as:

\[
A_k \overset{\Delta}{=} \frac{\partial F(x_k, w)}{\partial x} \bigg|_{x=\hat{x}_k} = \begin{bmatrix}
\frac{\partial f(\hat{x}_k, w)}{\partial x}^T \\
1 & 0 & 0 & 0 \\
0 & \ddots & 0 & \vdots \\
0 & 0 & 1 & 0
\end{bmatrix}. \tag{D.7}
\]

The prior covariance \( P_{k+1}^- \) is defined as:

\[
P_{k+1}^- = E[(x_{k+1} - \hat{x}_{k+1})(x_{k+1} - \hat{x}_{k+1})^T | \{y_l\}^t_k, w] \tag{D.8a}
\]

\[
= E[(F(x_k) + Bv_{k+1} - F(\hat{x}_k))(F(x_k) + Bv_{k+1} - F(\hat{x}_k))^T | \{y_l\}^t_k, w]. \tag{D.8}
\]

Inserting the first order Taylor series approximation gives:

\[
P_{k+1}^- \approx E[(F(\hat{x}_k) + A_k(x_k - \hat{x}_k) - F(\hat{x}_k) + Bv_{k+1})(\cdots)^T | \{y_l\}^t_k, w] \tag{D.9a}
\]

\[
\approx E[(A_k(x_k - \hat{x}_k) + Bv_{k+1})(A_k(x_k - \hat{x}_k) + Bv_{k+1})^T | \{y_l\}^t_k, w] \tag{D.9b}
\]

\[
\approx A_k E[(x_k - \hat{x}_k)(x_k - \hat{x}_k)^T | \{y_l\}^t_k, w] A_k^T + BE[(v_{k+1})^2 | \{y_l\}^t_k, w] B^T \tag{D.9c}
\]

\[
\approx A_k P_k A_k^T + B\sigma^2 v B^T. \tag{D.9}
\]

Equations D.5 and D.9 form the time-update equations for the extended Kalman filter. The measurement-update is the same as in the linear case, so the EKF is obtained merely by replacing
the KF time-update equations (C.27 and C.28) with the following:

\[
\hat{x}_k = F(\hat{x}_{k-1}, w) \tag{D.10}
\]

\[
P_k = A_{k-1}P_{k-1}A_{k-1}^T + B\sigma_v^2B^T, \tag{D.11}
\]

as given in Formula 3.2 on page 51.

### D.2 Severity of the EKF Approximation

This section investigates how close the EKF time-update approximations are to the true mean and covariance. If, for a particular application, the errors in the approximations are on the same order as the approximations themselves, then the EKF is of little practical use.

This concern can be addressed by considering the portion of the Taylor series that was disregarded during the truncation (i.e., the higher order terms). In particular, defining the remainder term as:

\[
rem = \sum_{i=2}^{\infty} \frac{1}{i!} \left( \frac{\partial f(\hat{x}_k)}{\partial x} \right)^i (x_k - \hat{x}_k)^i \tag{D.12}
\]

allows the Taylor series can be rewritten as

\[
f(x_k, w) = f(\hat{x}_k, w) + \frac{\partial f(\hat{x}_k, w)}{\partial x} (x_k - \hat{x}_k) + rem. \tag{D.13}
\]

Hence, the error in the EKF estimate of the mean $\hat{x}_{k+1}$ has magnitude $E[rem|\{y_t\}^t, w]$ (when $\hat{x}_{k+1}$ is a vector, the error is restricted to the first element). Ideally, this value could be determined by seeing what the infinite series:

\[
E[rem|\{y_t\}^t, w] = \sum_{i=2}^{\infty} \frac{1}{i!} \left( \frac{\partial f(\hat{x}_k)}{\partial x} \right)^i E[(x_k - \hat{x}_k)^i|\{y_t\}^t, w] \tag{D.14}
\]

converges to. Of course, computing the central moments $E[(x_k - \hat{x}_k)^i|\{y_t\}^t, w]$ of $x_k$ requires knowledge of the current conditional distribution, and is not generally tractable. However, assuming that $x_k$ is a Gaussian random variable (so far, we are still treating the scalar case), the required moments are easily computed. This Gaussianity assumption might only be valid for $k = 0$ (with Gaussian prior, $x_0$), but is reasonable since the EKF propagates only the mean and covariance of the distribution anyway. If we accept that the Gaussian assumption is central to the EKF,

\[\text{Of course } \frac{\partial f}{\partial x} \text{ is a multidimension tensor in general, so this notation is incorrect unless } x_k \text{ is a scalar } (M = 1). \]

For the sake of simplicity, then, consider only the scalar case for the time being.
the remaining question is: how well does EKF compute the mean and variance of a propagated Gaussian random variable?

Unfortunately, the central moments of a Gaussian distribution increase without bound with the order, \(i\). If \(\sigma_{x_k}\) is the (conditional) standard deviation of \(x_k\), then \([32]\):

\[
E[(x_k - \hat{x}_k)^i | \{y_i\}_1^T, w] = \begin{cases} 
0 & \text{all odd } i \geq 1, \\
1 \cdot 3 \cdot 5 \cdot \ldots \cdot (i-1)\sigma_{x_k}^i & \text{all even } i \geq 2
\end{cases}
\]  

(D.15)

The rapid growth of the moments causes the sum in Equation D.14 to diverge, even for fairly pedestrian choices of \(f(\cdot)\). For example, consider the simple function \(f(x_k) = \tanh(x_k)\), which is a reasonable choice since the neural networks considered in this thesis incorporate this nonlinearity. The higher derivatives of \(\tanh(x_k)\) also grow arbitrarily large, but when scaled by the inverse of the factorial, give a convergent family of functions, as shown in Figure D.1. However, a plot of the

![Figure D.1: The scaled derivatives of \(f(x) = \tanh(x)\) appearing in the Taylor series: \(\frac{\partial^i f(\hat{x}_k)}{(\partial x)^i} \).](image)

maximum value of each of these scaled derivatives as a function of the order \(i\) can be compared with a plot of the Gaussian central moments (see Figure D.2) to see that the series will always diverge after some value of \(i\). Smaller values of \(\sigma_{x_k}^2\) only increase the value of \(i\) after which the terms in Equation D.12 begin increasing without bound.

The problem of diverging moments can be circumvented by writing what is called the “Taylor series with a remainder term:”

\[
f(x_k, w) = f(\hat{x}_k, w) + \frac{\partial f(\hat{x}_k, w)}{\partial x} (x_k - \hat{x}_k) + \frac{1}{2} (x_k - \hat{x}_k)^T \frac{\partial^2 f(\alpha x_k + (1 - \alpha)\hat{x}_k, w)}{(\partial x)^2} (x_k - \hat{x}_k),
\]  

(D.16)
Figure D.2: The even Gaussian moments for $\sigma^2_{z_k} = .15$ (circles), compared with the scaled derivatives of $\tanh(*)$. For any value of $\sigma^2_{z_k}$, the moments will eventually grow faster than the scaled derivatives shrink.

where $\alpha$ is unspecified. The infinite sum has been replaced by a finite sum by redefining the remainder as:

$$ rem = (\hat{x}_k - \hat{x}_k)^T G(x_k, w)(x_k - \hat{x}_k), $$

where

$$ G(x_k, w) = \frac{1}{2} \frac{\partial^2 f(\alpha x_k + (1 - \alpha) \hat{x}_k, w)}{(\partial x)^2}. $$

D.2.1 Error in the Mean

Note that we are now returning to the more general case where $x_k$ is a vector. Generally, the expectation of the remainder cannot be computed in this form (and we have just seen the difficulties encountered when using the standard Taylor series expansion). However, an upper bound can be computed for $E[\text{rem}]$, as follows. First, define $d \triangleq (x_k - \hat{x}_k)$, and let $d^{(j)}$ and $G^{(j,m)}$ denote individual elements of $d$ and $G$, respectively. Then the remainder term is:

$$ rem = \sum_{j,m} G^{(j,m)} d^{(j)} d^{(m)} $$

$$ = \sum_{j,m} rem_{j,m}, \quad \text{where} \quad rem_{j,m} = G^{(j,m)} d^{(j)} d^{(m)}. $$

Therefore (suppressing the conditioning arguments of the expectation from the notation):

$$ E[rem] = \sum_{j,m} E[rem_{j,m}] $$
Taking each term separately,

\[ E[\text{rem}_{j,m}] = E[G^{(j,m)}d^{(j)}d^{(m)}] \]

\[ = E[G^{(j,m)}] \cdot E[d^{(j)}d^{(m)}] + \zeta \cdot \sigma_G \cdot \sigma_{dd}, \]  

where \( \zeta \) is the correlation coefficient, and \( \sigma_G \) and \( \sigma_{dd} \) are the standard deviations of \( G^{(j,m)} \) and \( d^{(j)}d^{(m)} \), respectively. Note that \( E[d^{(j)}d^{(m)}] = P^{(j,m)} \), so:

\[ E[\text{rem}_{j,m}] = E[G^{(j,m)}] \cdot P^{(j,m)} + \zeta \cdot \sigma_G \cdot \sqrt{E[(d^{(j)}d^{(m)} - E[d^{(j)}d^{(m)}])^2]} \]

\[ = E[G^{(j,m)}] \cdot P^{(j,m)} + \zeta \cdot \sigma_G \cdot \sqrt{E[(d^{(j)})^2(d^{(m)})^2] - E[d^{(j)}d^{(m)}]^2} \]

\[ = E[G^{(j,m)}] \cdot P^{(j,m)} + \zeta \cdot \sigma_G \cdot \sqrt{E[(d^{(j)})^2(d^{(m)})^2] - (P^{(j,m)})^2} \]  

Generally, the terms \( E[G^{(j,m)}] \) and \( \sigma_G \) are not computable, and the correlation coefficient is unknown. However, the bounds:

\[ E[G^{(j,m)}] < \max |G^{(j,m)}|, \quad \sigma_G < 2 \max |G^{(j,m)}|, \quad \text{and} \quad \zeta \leq 1 \]

can be employed to bound the expected remainder as:

\[ E[\text{rem}] \leq \sum_{j,m} \max |G^{(j,m)}| \cdot \left( P^{(j,m)} + 2\sqrt{E[(d^{(j)})^2(d^{(m)})^2] - (P^{(j,m)})^2} \right). \]

This gives an upper bound on the error in the EKF approximation to \( \hat{x}_{k+1} \), in terms of the second derivatives of \( f(\cdot) \), and a combination of the second and fourth central moments of \( x_k \), assuming \( x_k \) is Gaussian. The inequality is somewhat easier to interpret when \( x_k \) is a scalar with conditional variance \( \sigma_{x_k}^2 \). In this case:

\[ E[\text{rem}] \leq \max \left[ \frac{1}{2} \frac{\partial^2 f(\hat{x}_k, w)}{\partial x^2} \right] \cdot \left( \sigma_{x_k}^2 + 2\sqrt{3\sigma^4[x_k] - \sigma^4[x_k]} \right) \]  

\[ \leq \max \left[ \frac{1}{2} \frac{\partial^2 f(\hat{x}_k, w)}{\partial x^2} \right] \cdot (1 + 2\sqrt{2}) \sigma_{x_k}^2 \]  

For the particular choice \( f(\cdot) = \tanh(\cdot) \), the bound can be computed to be around \( 1.47 \cdot \sigma_{x_k}^2 \). The value of \( f(\hat{x}_k) \) is between -1 and 1, so \( \sigma_{x_k}^2 = .01 \) will produce an error of at least 1.5%.

**D.2.2 Error in the Covariance**

A bound on the error in the EKF estimate of the covariance \( P_{k+1}^- \) can also be determined by analysis of the Taylor series remainder. Because in the time-series case the nonlinearity appears only in the first element of \( F(x_k, w) \), the error is restricted to the top left corner of the covariance:
Substituting the Taylor series with remainder into Equation D.8 (instead of the truncated series) gives:

\[
P_{k+1} = E \left[ (F(\hat{x}_k) + B \text{rem} + Bu_{k+1} + A_k(x_k - \hat{x}_k) - F(\hat{x}_k) - BE[\text{rem}]) (\cdot)^T T \right] = E \left[ (B(\text{rem} - E[\text{rem}]) + A_k(x_k - \hat{x}_k) + Bu_{k+1}) (\cdot)^T \right] = A_k E [(x_k - \hat{x}_k)(x_k - \hat{x}_k)^T] A_k^T + BE[(\text{rem} - E[\text{rem}])^2] B^T + BE[(v_{k+1})^2] B^T = A_k P_k A_k^T + B\sigma_r^2 B^T + B(E[(\text{rem})^2] - E[\text{rem}]^2) B^T,
\]

where we continue to suppress the conditioning arguments of the expectations for more compact notation. Hence, the error in the EKF covariance update is \( B(E[(\text{rem})^2] - E[\text{rem}]^2) B^T \). As before, the expectations cannot be computed in general, so an upper bound on the error is sought. The maximum of a difference between two positive numbers is greater than the difference of the two maxima, so the desired bound on the error must be found as the maximum of the first term alone.

Starting with the component-wise definition of \( \text{rem} \) given in Equation D.19, an expression for \( \text{rem}^2 \) is obtained:

\[
\text{rem}^2 = \sum_{j,m,n,o} G^{(j,m)} G^{(n,o)} d^{(j)} d^{(m)} d^{(n)} d^{(o)} = \sum_{j,m} \text{rem}^2 j,m,n,o, \quad \text{where} \quad \text{rem}_j^{2,m,n,o} = G^{(j,m)} d^{(j)} d^{(m)} d^{(n)} d^{(o)} G^{(n,o)}.
\]

Therefore:

\[
E[\text{rem}^2] = \sum_{j,m,n,o} E[\text{rem}^2 j,m,n,o] = \sum_{j,m,n,o} E[\text{rem}_j^{2,m,n,o}].
\]

Following the approach used for the mean, an upper bound for the individual terms is found to yield the overall bound on the error in the top left element of the covariance:

\[
E[\text{rem}^2] \leq \sum_{j,m,n,o} \max \left[ (G^{(j,m)})^2 \right] \left( E[d^{(j)} d^{(m)} d^{(n)} d^{(o)}] + 2 \sqrt{E[(d^{(j)} d^{(m)} d^{(n)} d^{(o)})^2] - E[d^{(j)} d^{(m)} d^{(n)} d^{(o)}]^2} \right),
\]

which is a function of the second derivatives of \( f(\cdot) \), and the fourth and eighth central moments of \( x_k \). Like the bound on the error in the mean, this expression simplifies considerably in the scalar
This gives a bound of around $(3.35 \cdot \sigma^2_{z_k})$ for $f(\cdot) = \tanh(\cdot)$. For $\sigma^2_{z_k} = .01$ the bound on the error is around 0.03%.

### D.2.3 Conclusions

The EKF uses an approximate (and therefore suboptimal) method of calculating the mean and covariance of a Gaussian random variable passed through a nonlinear map. The errors in the mean and covariance are likely to accumulate to some degree over multiple time-steps, and the state will become increasingly non-Gaussian. However, the measurement update of the EKF has the effect of reducing the error in the mean, and shrinking the covariance, so the errors will not generally increase indefinitely. By exploring the errors made at each time-step, this appendix provides a first step towards the broader problem of understanding the effects of the EKF approximation as a recursive function of time. The following general conclusions can be drawn:

1. The error in the mean will be large if the state covariance is on the same scale as the nonlinearity. Hence, problems are more likely to arise when the state covariance is large; i.e., when the measurement noise and process noise have high variance.

2. The error in the covariance will also depend on the scale of the nonlinearity with respect to the statistics of the state. However, Equation D.25 indicates that an adjustment to $\sigma^2_w$ can potentially be used to compensate for this error. Therefore, estimating $\sigma^2_w$ along with the state can sometimes produce better state estimates than when the true variance $\sigma^2_w$ is used.

The bounds in this appendix can help in determining when signal estimates might be significantly improved with a more expensive algorithm, such as a higher-order Kalman filter (incorporating additional Taylor series terms) [53], unscented Kalman filter [35], or particle filter [15].
Appendix E

Observed-Error Derivatives

The observed-error form of the weight filter, discussed in Section 3.3.2 on page 62, is based on the idea of approximating the gradient and Hessian of a cost function by choosing an appropriate form for the measurement equation in the state-space representation of the weights. This allows a Kalman weight filter to be used as an efficient, sequential modified-Newton algorithm.

A variety of cost functions can be minimized by altering the form of the observed-error vector, $e_k$; the appropriate form for the prediction error cost is shown on page 63. This appendix shows how the choices for the observed-error and its first derivative (appearing in Section 3.5 on page 70) approximate the gradient and Hessian of the other four costs discussed in this thesis.

E.1 Joint Cost (Direct Substitution)

Minimizing the joint cost function with the observed-error form of the dual EKF requires defining the instantaneous cost as:

$$J_k = \log(2\pi\sigma_n^2) + \frac{(y_k - \hat{x}_k)^2}{\sigma_n^2} + \log(2\pi\sigma_v^2) + \frac{(\bar{x}_k - \hat{x}_v)^2}{\sigma_v^2}$$

$$= \log(2\pi\sigma_n^2) + \frac{e_k^2}{\sigma_n^2} + \log(2\pi\sigma_v^2) + \frac{\tilde{x}_k^2}{\sigma_v^2}$$

where $e_k \triangleq (y_k - \hat{x}_k)$ and $\tilde{x}_k \triangleq (\bar{x}_k - \hat{x}_k)$.

E.1.1 Weight Estimation

The gradient of $J_k$ with respect to the weights is given by:

$$\nabla_w J_k = \frac{2e_k}{\sigma_n^2} \nabla_w e_k + \frac{2\tilde{x}_k}{\sigma_v^2} \nabla_w \tilde{x}_k$$

and the Hessian is:

$$\nabla_w^2 J_k = \frac{2}{\sigma_n^2} \nabla_w e_k \nabla_w e_k^T + \frac{2}{\sigma_v^2} \nabla_w \tilde{x}_k \nabla_w \tilde{x}_k^T + o(2)$$
where \(o(2)\) represents the terms with second-order derivatives with respect to \(w\). Such terms will necessarily be neglected by a first-order approximation to the Hessian. As suggested on page 73, the gradient and Hessian can be approximated by defining the observed-error measurement as:

\[
\varepsilon_k = \begin{bmatrix} \sigma_n^{-1} e_k \\ \sigma_v^{-1} \tilde{x}_k \end{bmatrix} \quad \text{with negative gradient} \quad H_{o,k} = - \begin{bmatrix} \sigma_n^{-1} \nabla^T w e_k \\ \sigma_v^{-1} \nabla^T w \tilde{x}_k \end{bmatrix}
\]

so that \(\varepsilon_k^T H_{o,k} = J_k\), as required. Furthermore, letting \(\sigma_r^2 = \frac{1}{2} I\),

\[
H_{o,k}^T \sigma_r^{-2} \varepsilon_k = -2 \cdot [\sigma_n^{-1} \nabla w e_k \quad \sigma_v^{-1} \nabla w \tilde{x}_k] \cdot \begin{bmatrix} \sigma_n^{-1} e_k \\ \sigma_v^{-1} \tilde{x}_k \end{bmatrix}
\]

\[
= -\nabla_w J_k
\]

(E.5)

(E.6)

(E.7)

gives the negative instantaneous gradient. A first-order approximation to the instantaneous Hessian is given by:

\[
H_{o,k}^T \sigma_r^{-2} H_{o,k} = 2 \cdot [\sigma_n^{-1} \nabla w e_k \quad \sigma_v^{-1} \nabla w \tilde{x}_k] \cdot \begin{bmatrix} \sigma_n^{-1} \nabla^T w e_k \\ \sigma_v^{-1} \nabla^T w \tilde{x}_k \end{bmatrix}
\]

\[
= 2 \sigma_n^{-2} \nabla_w e_k \nabla_w e_k^T + 2 \sigma_v^{-2} \nabla_w \tilde{x} \nabla_w \tilde{x}^T
\]

\[
\approx \nabla^2_w J_k.
\]

(E.8)

(E.9)

(E.10)

**E.1.2 Variance Estimation**

The gradient of \(J_k\) with respect to the variance of either the measurement or process noise is given by:

\[
\frac{\partial J_k}{\partial \sigma^2} = \frac{1}{\sigma_n^2} \frac{\partial \sigma_n^2}{\partial \sigma^2} + \left[ \frac{2 e_k \partial e_k}{\sigma_n^2 \partial \sigma^2} - \frac{e_k^2}{(\sigma_n^2)^3} \frac{\partial \sigma_n^2}{\partial \sigma^2} \right] + \left[ \frac{2 \tilde{x}_k \partial \tilde{x}_k}{\sigma_v^2 \partial \sigma^2} - \frac{\tilde{x}_k^2}{(\sigma_v^2)^3} \frac{\partial \sigma_v^2}{\partial \sigma^2} \right]
\]

\[
+ \frac{1}{\sigma_v^2} \frac{\partial \sigma_v^2}{\partial \sigma^2} + \left[ \frac{2 \tilde{x}_k \partial \tilde{x}_k}{\sigma_v^2 \partial \sigma^2} - \frac{\tilde{x}_k^2}{(\sigma_v^2)^3} \frac{\partial \sigma_v^2}{\partial \sigma^2} \right]
\]

\[
\frac{\partial^2 J_k}{(\partial \sigma^2)^2} = -\frac{1}{(\sigma_n^2)^2} \left( \frac{\partial \sigma_n^2}{\partial \sigma^2} \right)^2 + \left[ \frac{2 e_k \partial e_k}{\sigma_n^2 \partial \sigma^2} \right]^2 - \frac{e_k^2}{(\sigma_n^2)^3} \left( \frac{\partial \sigma_n^2}{\partial \sigma^2} \right)^2 + \frac{2 e_k^2}{(\sigma_n^2)^3} \left( \frac{\partial \sigma_n^2}{\partial \sigma^2} \right)^2
\]

\[
- \frac{1}{(\sigma_v^2)^2} \left( \frac{\partial \sigma_v^2}{\partial \sigma^2} \right)^2 + \left[ \frac{2 \tilde{x}_k \partial \tilde{x}_k}{\sigma_v^2 \partial \sigma^2} \right]^2 - \frac{\tilde{x}_k^2}{(\sigma_v^2)^3} \left( \frac{\partial \sigma_v^2}{\partial \sigma^2} \right)^2 + \frac{2 \tilde{x}_k^2}{(\sigma_v^2)^3} \left( \frac{\partial \sigma_v^2}{\partial \sigma^2} \right)^2 + o(2)
\]

or, equivalently:

\[
\frac{\partial^2 J_k}{(\partial \sigma^2)^2} = \left( \frac{2 e_k^2}{(\sigma_n^2)^3} - \frac{1}{(\sigma_n^2)^2} \right) \left( \frac{\partial \sigma_n^2}{\partial \sigma^2} \right)^2 + \frac{2}{\sigma_n^2} \left( \frac{\partial e_k}{\partial \sigma^2} \right)^2 - \frac{4 e_k}{(\sigma_n^2)^2} \left( \frac{\partial e_k}{\partial \sigma^2} \right) \left( \frac{\partial \sigma_n^2}{\partial \sigma^2} \right)
\]

\[
\left( \frac{2 \tilde{x}_k^2}{(\sigma_v^2)^3} - \frac{1}{(\sigma_v^2)^2} \right) \left( \frac{\partial \sigma_v^2}{\partial \sigma^2} \right)^2 + \frac{2}{\sigma_v^2} \left( \frac{\partial \tilde{x}_k}{\partial \sigma^2} \right)^2 - \frac{4 \tilde{x}_k}{(\sigma_v^2)^2} \left( \frac{\partial \tilde{x}_k}{\partial \sigma^2} \right) \left( \frac{\partial \sigma_v^2}{\partial \sigma^2} \right) + o(2),
\]

(E.11)
The observed-error vector is defined as:

\[ \tilde{\epsilon}_k = \begin{bmatrix} (\ell_n)_{1/2} \\ (\ell_v)_{1/2} \\ \sigma_n^{-1} \tilde{x}_k \end{bmatrix}, \quad \text{so that} \quad \tilde{H}_{o,k} = \begin{bmatrix} -\frac{1}{2} (\ell_n)^{-\frac{1}{2}} \frac{\partial \sigma_n^2}{\partial \sigma_n^2} \\ -\frac{1}{\sigma_n^2} \frac{\partial \bar{\epsilon}_n}{\partial \sigma_n^2} \bigg( \frac{\partial \sigma_n^2}{\partial \sigma_n^2} \bigg) \\ -\frac{1}{2} (\ell_v)^{-\frac{1}{2}} \frac{\partial \sigma_v^2}{\partial \sigma_v^2} \bigg( \frac{\partial \sigma_v^2}{\partial \sigma_v^2} \bigg) \end{bmatrix}. \] (E.13)

Letting \( \sigma_r^2 = \frac{1}{2} I \), the exact negative gradient is given by \( \tilde{H}_{o,k}^T \sigma_r^{-2} \tilde{\epsilon}_k \). However, the first-order component of the second derivative is merely approximated by:

\[ \tilde{H}_{o,k}^T \sigma_r^{-2} \tilde{H}_{o,k} = \frac{\ell_n^{-1}}{2(\sigma_n^2)^2} \left( \frac{\partial \sigma_n^2}{\partial \sigma_n^2} \right)^2 + \frac{2}{\sigma_n^2} \left( \frac{\partial \bar{\epsilon}_n}{\partial \sigma_n^2} \right)^2 - \frac{2 \epsilon_n^2}{(\sigma_n^2)^2} \left( \frac{\partial \sigma_n^2}{\partial \sigma_n^2} \right)^2 - \frac{\epsilon_n^2}{2(\sigma_n^2)^3} \left( \frac{\partial \sigma_n^2}{\partial \sigma_n^2} \right)^2 \]

or, gathering like terms:

\[ \tilde{H}_{o,k}^T \sigma_r^{-2} \tilde{H}_{o,k} = \left( \frac{\ell_n^{-1}}{2(\sigma_n^2)^2} + \frac{\epsilon_n^2}{2(\sigma_n^2)^3} \right) \left( \frac{\partial \sigma_n^2}{\partial \sigma_n^2} \right)^2 + \frac{2}{\sigma_n^2} \left( \frac{\partial \bar{\epsilon}_n}{\partial \sigma_n^2} \right)^2 - \frac{2 \epsilon_n^2}{(\sigma_n^2)^2} \left( \frac{\partial \sigma_n^2}{\partial \sigma_n^2} \right)^2 - \frac{\epsilon_n^2}{2(\sigma_n^2)^3} \left( \frac{\partial \sigma_n^2}{\partial \sigma_n^2} \right)^2 \] (E.14)

Comparing this expression to the one in Equation E.12 shows that the third and sixth coefficients are off by a factor of \( \frac{1}{2} \). Although this cannot be remedied, the second derivative is most closely approximated by matching the first and fourth coefficients:

\[ \left( \frac{\ell_n^{-1}}{2(\sigma_n^2)^2} + \frac{\epsilon_n^2}{2(\sigma_n^2)^3} \right) \left( \frac{\partial \sigma_n^2}{\partial \sigma_n^2} \right)^2 = \left( \frac{2 \epsilon_n^2}{(\sigma_n^2)^2} - \frac{1}{(\sigma_n^2)^3} \right) \] (E.15)

and

\[ \left( \frac{\ell_v^{-1}}{2(\sigma_v^2)^2} + \frac{\epsilon_v^2}{2(\sigma_v^2)^3} \right) \left( \frac{\partial \sigma_v^2}{\partial \sigma_v^2} \right)^2 = \left( \frac{2 \epsilon_v^2}{(\sigma_v^2)^2} - \frac{1}{(\sigma_v^2)^3} \right) \] (E.16)

These equalities are satisfied so long as \( \ell_n \) and \( \ell_v \) are redefined as the time-varying quantities:

\[ \ell_{n,k} = \log(\alpha_k \cdot 2\pi \sigma_n^2), \quad \ell_{v,k} = \log(\gamma_k \cdot 2\pi \sigma_v^2), \] (E.17)

and \( \alpha_k \) and \( \gamma_k \) are chosen to satisfy the conditions:

\[ \ell_{n,k} = \frac{\sigma_n^2}{3\epsilon_n^2 - 2\sigma_n^2} \quad \text{and} \quad \ell_{v,k} = \frac{\sigma_v^2}{3\epsilon_v^2 - 2\sigma_v^2}, \] (E.18)

for all time \( k \). As described on page 76, this redefinition is equivalent to adding the offset \( \log(\alpha_k) + \log(\gamma_k) \) to the cost \( J_k \).

### E.1.3 Colored Noise

When the measurement noise \( n_k \) is colored, the observed-error forms are the same as for the white noise case, except with the noise error, \( \tilde{n}_k = (\hat{n}_k - \tilde{n}_k) \), replacing \( \epsilon_k = (y_k - \hat{x}_k) \), and colored noise innovations variance, \( \sigma_{\epsilon_n}^2 \), replacing \( \sigma_n^2 \).
E.2 Joint Cost (Error Coupled)

Sequential minimization of $J^c(w)$ requires yet another form of the observed-error weight filter. Here the instantaneous error is:

$$J_k = \log(2\pi \sigma_{e_k}^2) + \frac{e_k^2}{\sigma_{e_k}^2} + \log(2\pi g_k) + \frac{(\hat{x}_k)^2}{g_k}, \quad (E.19)$$

E.2.1 Weight Estimation

The gradient of $J_k$ with respect to the weights is:

$$\nabla_w J_k = \frac{1}{\sigma_{e_k}^2} \nabla_w \sigma_{e_k}^2 - \frac{e_k^2}{(\sigma_{e_k}^2)^2} \nabla_w \sigma_{e_k}^2 + \frac{2e_k}{\sigma_{e_k}^2} \nabla_w e_k$$

$$+ \frac{1}{g_k} \nabla_w g_k - \frac{\hat{x}_k^2}{(g_k)^3} \nabla_w g_k + \frac{2\hat{x}_k}{g_k} \nabla_w \hat{x}_k \quad (E.20)$$

$$\nabla_w J_k = \frac{1}{(\sigma_{e_k}^2)^2} \nabla_w \sigma_{e_k}^2 \nabla_w \sigma_{e_k}^2 + \frac{2e_k^2}{(\sigma_{e_k}^2)^2} \nabla_w \sigma_{e_k}^2 \nabla_w \sigma_{e_k}^2 - \frac{2e_k}{(\sigma_{e_k}^2)^2} \nabla_w \sigma_{e_k}^2 \nabla_w \sigma_{e_k}^2$$

$$- \frac{2e_k}{(\sigma_{e_k}^2)^2} \nabla_w e_k \nabla_w \sigma_{e_k}^2 + \frac{2}{\sigma_{e_k}^2} \nabla_w e_k \nabla_w e_k$$

$$- \frac{1}{(g_k)^2} \nabla_w g_k \nabla_w g_k + \frac{2\hat{x}_k^2}{(g_k)^3} \nabla_w g_k \nabla_w \hat{x}_k - \frac{2\hat{x}_k}{(g_k)^2} \nabla_w g_k \nabla_w \hat{x}_k$$

$$- \frac{2\hat{x}_k}{(g_k)^2} \nabla_w \hat{x}_k \nabla_w \hat{x}_k + \frac{2}{g_k} \nabla_w \hat{x}_k \nabla_w \hat{x}_k + o(2). \quad (E.21)$$

Combining terms where possible gives:

$$\nabla^2_w J_k = \left(\frac{2e_k^2}{(\sigma_{e_k}^2)^3} - \frac{1}{(\sigma_{e_k}^2)^2}\right) \nabla_w \sigma_{e_k}^2 \nabla_w \sigma_{e_k}^2$$

$$- \frac{2e_k}{(\sigma_{e_k}^2)^2} \left( \nabla_w \sigma_{e_k}^2 \nabla_w e_k + \nabla_w e_k \nabla_w \sigma_{e_k}^2 \right) + \frac{2}{\sigma_{e_k}^2} \nabla_w e_k \nabla_w e_k$$

$$+ \left(\frac{2\hat{x}_k^2}{(g_k)^3} - \frac{1}{(g_k)^2}\right) \nabla_w g_k \nabla_w g_k$$

$$- \frac{2\hat{x}_k}{(g_k)^2} \left( \nabla_w g_k \nabla_w \hat{x}_k + \nabla_w \hat{x}_k \nabla_w g_k \right) + \frac{2}{g_k} \nabla_w \hat{x}_k \nabla_w \hat{x}_k + o(2). \quad (E.22)$$

As before $o(2)$ is used to represent the terms containing second derivatives with respect to $w$. The gradient and Hessian of $J_k$ are approximated by defining the observed-error term and its
negative gradient as:

\[
\mathbf{e}_k = \begin{bmatrix}
(\ell_{e,k})^{1/2} \\
\sigma_{e_k}^{-1} e_k \\
(\ell_{g,k})^{1/2} \\
g_k^{-1/2} \tilde{z}_k
\end{bmatrix}, \quad \text{and} \quad \mathbf{H}_{o,k} = \begin{bmatrix}
-\frac{1}{2} (\ell_{e,k})^{-1} \nabla^T (\sigma_{e_k}^2) \\
-\frac{1}{2} \nabla^T e_k + \frac{\sigma_{e_k}}{2(\sigma_{e_k}^2)} \nabla^T \sigma_{e_k}^2 \\
-\frac{1}{2} (\ell_{g,k})^{-1} \nabla^T (g_k) \\
-\frac{1}{g_k} \nabla^T \tilde{z}_k + \frac{1}{2 g_k} \nabla^T g_k
\end{bmatrix},
\]

(E.23)

where \( \ell_{e,k} = \log(2\pi \sigma_{e_k}^2) \) and \( \ell_{g,k} = \log(2\pi g_k) \). This satisfies \( \ell_k^T \mathbf{e}_k = J_k \), and \( \mathbf{H}_{o,k}^{-1} \ell_k^T \mathbf{e}_k = -\nabla W J_k \) gives the negative gradient as expressed in Equation E.20.

The Hessian is approximated by:

\[
\mathbf{H}_{o,k}^T \sigma_{\tau}^{-2} \mathbf{H}_{o,k} = \frac{1}{2 \ell_{e,k}} \left( \frac{\sigma_{e_k}^2}{\sigma_{e_k}^2} \nabla^T \sigma_{e_k} \right) + \frac{2}{\sigma_{e_k}^2} \nabla^T e_k \nabla^T e_k \\
- \frac{e_k}{(\sigma_{e_k}^2)^2} \left( \nabla^T \sigma_{e_k} \nabla^T e_k + \nabla^T e_k \nabla^T \sigma_{e_k} \\ + \frac{1}{2 \ell_{e,k}} \frac{1}{\sigma_{e_k}^2} \nabla^T \tilde{z}_k \nabla^T \tilde{z}_k + \frac{1}{2 \sigma_{e_k}^2} \nabla^T \sigma_{e_k} \nabla^T \sigma_{e_k} \\ \right)
\]

(E.24)

or by rearranging the terms:

\[
\mathbf{H}_{o,k}^T \sigma_{\tau}^{-2} \mathbf{H}_{o,k} = \left( \frac{e_k^2}{2(\sigma_{e_k}^2)^3} + \frac{(\ell_{e,k}^{-1}) \sigma_{e_k}^2}{2(\sigma_{e_k}^2)^2} \right) \nabla^T \sigma_{e_k} \nabla^T e_k \\
- \frac{e_k}{(\sigma_{e_k}^2)^2} \left( \nabla^T \sigma_{e_k} \nabla^T e_k + \nabla^T e_k \nabla^T \sigma_{e_k} \\ + \frac{1}{2 \ell_{e,k}} \frac{1}{\sigma_{e_k}^2} \nabla^T \tilde{z}_k \nabla^T \tilde{z}_k + \frac{1}{2 \sigma_{e_k}^2} \nabla^T \sigma_{e_k} \nabla^T \sigma_{e_k} \\ \right)
\]

(E.25)

Comparing Equations E.22 and E.25 shows that \( \mathbf{H}_{o,k}^T \sigma_{\tau}^{-2} \mathbf{H}_{o,k} \) approximates the first-order part of the Hessian best when the coefficients of the first and fourth terms are matched (the coefficients of the second and fifth terms are unalterably off by a factor of \( \frac{1}{2} \)). This is accomplished by redefining \( \ell_{e,k} \) and \( \ell_{g,k} \) as the time-varying quantities:

\[
\ell_{e,k} = \log(\alpha_k \cdot 2\pi \sigma_{e_k}^2) \quad \ell_{g,k} = \log(\gamma_k \cdot 2\pi g_k),
\]

(E.26)

where \( \alpha_k \) and \( \gamma_k \) are chosen for each \( k \) such that:

\[
\ell_{e,k} = \frac{\sigma_{e_k}^2}{3e_k^2 - 2\sigma_{e_k}^2} \quad \ell_{g,k} = \frac{g}{3x_k^2 - 2g},
\]

(E.27)

as required.
E.2.2 Variance Estimation

The gradient of the error-coupled joint cost with respect to either of the noise variances is given by:

\[
\frac{\partial J_k}{\partial \sigma} = \frac{1}{\sigma^2} \frac{\partial \sigma^2}{\partial \sigma} - \frac{e^2_k}{(\sigma^2_k)^2} \frac{\partial \sigma^2}{\partial \sigma^2} + \frac{2e_k \frac{\partial \sigma_k^2}{\sigma^2}}{\sigma^2_k} \frac{\partial \sigma_k^2}{\partial \sigma^2} \\
+ \frac{1}{g_k (\sigma^2)} \frac{\partial g_k}{\partial \sigma^2} - \frac{\tilde{x}^2_k}{(g_k)^2} \frac{\partial g_k}{\partial \sigma^2} + \frac{2\tilde{x}_k \frac{\partial \tilde{x}_k}{\partial \sigma^2}}{g_k} \frac{\partial \tilde{x}_k}{\partial \sigma^2}
\]  

(E.28)

and the Hessian is given by the unwieldy expression:

\[
\frac{\partial^2 J_k}{(\partial \sigma)^2} = -\frac{1}{(\sigma^2_k)^2} \left( \frac{\partial \sigma^2_k}{(\partial \sigma)^2} \right)^2 + \frac{2e^2_k}{(\sigma^2_k)^3} \left( \frac{\partial \sigma^2_k}{(\partial \sigma^2)^2} \right)^2 - \frac{2e_k \frac{\partial \sigma_k^2}{\sigma^2}}{\sigma^2_k} \left( \frac{\partial \sigma_k^2}{(\partial \sigma^2)^2} \right)^2 \\
- \frac{2e_k}{\sigma^2_k} \left( \frac{\partial \sigma_k^2}{\partial \sigma^2} \right)^2 + \frac{2}{(\sigma^2_k)^2} \left( \frac{\partial \sigma_k^2}{\partial \sigma^2} \right)^2 \\
- \frac{1}{(g_k)^2} \left( \frac{\partial g_k}{\partial \sigma^2} \right)^2 + \frac{2\tilde{x}^2_k}{(g_k)^3} \left( \frac{\partial g_k}{\partial \sigma^2} \right)^2 - \frac{2\tilde{x}_k}{(g_k)^2} \left( \frac{\partial g_k \frac{\partial \tilde{x}_k}{\partial \sigma^2}}{g_k} \right)^2 \\
- \frac{2\tilde{x}_k}{(g_k)^2} \left( \frac{\partial \tilde{x}_k}{\partial \sigma^2} \right)^2 + \frac{2}{g_k} \left( \frac{\partial \tilde{x}_k}{\partial \sigma^2} \right)^2 + o(2).
\]  

(E.29)

Combining terms where possible gives:

\[
\frac{\partial^2 J_k}{(\partial \sigma)^2} = \frac{\partial \sigma^2_k}{(\partial \sigma)^2} \left( \frac{\partial \sigma^2_k}{(\partial \sigma^2)^2} \right)^2 - \frac{4e_k}{(\sigma^2_k)^2} \left( \frac{\partial \sigma_k^2}{(\partial \sigma^2)^2} \right)^2 + \frac{2}{\sigma^2_k} \left( \frac{\partial \sigma_k^2}{\partial \sigma^2} \right)^2 \\
+ \frac{2\tilde{x}^2_k}{(g_k)^3} \left( \frac{\partial g_k}{\partial \sigma^2} \right)^2 - \frac{4\tilde{x}_k}{(g_k)^2} \left( \frac{\partial g_k \frac{\partial \tilde{x}_k}{\partial \sigma^2}}{(g_k)^2} \right)^2 + \frac{2}{g_k} \left( \frac{\partial \tilde{x}_k}{\partial \sigma^2} \right)^2 + o(2).
\]  

(E.30)

As before, o(2) is used to represent the terms containing second derivatives with respect to \( \sigma \).

These derivatives are provided by the Kalman variance filter by defining the observed-error \( \tilde{\epsilon}_k \) the same as \( \epsilon_k \) in Equation E.23, and computing \( \tilde{\epsilon}_{o,k} \) as:

\[
\tilde{\epsilon}_{o,k} = \left[ \begin{array}{c} -\frac{1}{2} (t_{e,k})^{-\frac{1}{2}} \frac{\partial \sigma_k^2}{\partial \sigma^2} \\
-\frac{1}{\sigma_k} \frac{\partial \sigma_k^2}{\partial \sigma^2} + \frac{t_{e,k}^2}{(2\sigma_k^2)^{\frac{3}{2}}} \frac{\partial \sigma_k^2}{\partial \sigma^2} \\
-\frac{1}{g_k} \frac{\partial \sigma_k^2}{\partial \sigma^2} + \frac{\tilde{x}_k}{(2\sigma_k^2)^{\frac{3}{2}}} \frac{\partial \sigma_k^2}{\partial \sigma^2} \end{array} \right].
\]  

(31)

Defining \( \sigma_k^2 = \frac{1}{2} I \) as before gives \( \tilde{\epsilon}_{o,k}^T \sigma_{-2,k} \tilde{\epsilon}_k = -\frac{\partial \sigma_k^2}{\partial \sigma^2} \). Similar to the weight estimation form, the second derivative is approximated by:

\[
\tilde{\epsilon}_{o,k}^T \sigma_{-2,k} \tilde{\epsilon}_{o,k} = \left( \frac{e_k^2}{2(\sigma_k^2)^3} + \frac{t_{e,k}^{-1}}{2(\sigma_k^2)^2} \right) \left( \frac{\partial \sigma_k^2}{\partial \sigma^2} \right)^2 - \frac{2e_k}{\sigma_k^2} \left( \frac{\partial \sigma_k^2}{\partial \sigma^2} \right)^2 + \frac{2}{\sigma_k^2} \left( \frac{\partial \sigma_k^2}{\partial \sigma^2} \right)^2 \\
+ \left( \frac{\tilde{x}_k^2}{2(g_k)^2} + \frac{\tilde{e}_{g,k}^2}{2(g_k)^2} \right) \left( \frac{\partial g_k}{\partial \sigma^2} \right)^2 - \frac{2\tilde{e}_k}{g_k^2} \left( \frac{\partial g_k \frac{\partial \tilde{x}_k}{\partial \sigma^2}}{g_k} \right)^2 + \frac{2}{g_k} \left( \frac{\partial \tilde{x}_k}{\partial \sigma^2} \right)^2.
\]  

(32)
Again, the coefficients of the second and fourth terms differ by a factor of $\frac{1}{2}$ from the coefficients in the expression for the true second derivative in Equation E.30. However, the first and fourth coefficients can be made to match by forcing the identities:

\[
\ell_{e,k} = \frac{\sigma_{\epsilon_k}^2}{3\sigma_{\epsilon_k}^2 - 2\sigma_{\epsilon_k}^2} \quad \ell_{g,k} = \frac{g}{2\sigma_{\epsilon_k}^2 - 2g},
\]

(E.33)
as before.

**E.2.3 Colored Noise**

As with $J^c_w$, the colored noise forms of the observed-error for $J^c_v^c_w$ are very similar to the white noise case. Again, $\hat{n}_k = (\hat{n}_k - \hat{n}_k^e)$, replaces $e_k$; the variance of $e_k$ is replaced by the variance of $\hat{n}_k$: $g_{n,k}$.

**E.3 Maximum-Likelihood Cost Function**

The instantaneous cost for maximum-likelihood estimation is

\[
J_k = \log(2\pi\sigma_{\epsilon_k}^2) + \frac{(y_k - \hat{x}_k)^2}{\sigma_{\epsilon_k}^2}
\]

(E.34)

\[
= \log(2\pi\sigma_{\epsilon_k}^2) + \frac{\epsilon_k^2}{\sigma_{\epsilon_k}^2}
\]

(E.35)

where $\epsilon_k = (y_k - \hat{x}_k)$.

**E.3.1 Weight Estimation**

The gradient of $J_k$ with respect to the weights is:

\[
\nabla_w J_k = \frac{1}{\sigma_{\epsilon_k}^2} \nabla_w \sigma_{\epsilon_k}^2 - \frac{\epsilon_k^2}{(\sigma_{\epsilon_k}^2)^2} \nabla_w \sigma_{\epsilon_k}^2 + \frac{2\epsilon_k}{\sigma_{\epsilon_k}^2} \nabla_w \epsilon_k
\]

(E.36)

The Hessian is given by:

\[
\nabla_w^2 J_k = -\frac{1}{(\sigma_{\epsilon_k}^2)^2} \nabla_w \sigma_{\epsilon_k}^2 \nabla_w^T \sigma_{\epsilon_k}^2 + \frac{2\epsilon_k^2}{(\sigma_{\epsilon_k}^2)^3} \nabla_w \sigma_{\epsilon_k}^2 \nabla_w^T \sigma_{\epsilon_k}^2 - \frac{2\epsilon_k}{(\sigma_{\epsilon_k}^2)^2} \nabla_w \sigma_{\epsilon_k}^2 \nabla_w \epsilon_k
\]

\[
- \frac{2\epsilon_k}{(\sigma_{\epsilon_k}^2)^2} \nabla_w \epsilon_k \nabla_w^T \sigma_{\epsilon_k}^2 + \frac{2}{\sigma_{\epsilon_k}^2} \nabla_w \epsilon_k \nabla_w \epsilon_k^T + o(2),
\]

(E.37)

\[
\nabla_w^2 J_k = \left( \frac{2\epsilon_k^2}{(\sigma_{\epsilon_k}^2)^3} - \frac{1}{(\sigma_{\epsilon_k}^2)^2} \right) \nabla_w \sigma_{\epsilon_k}^2 \nabla_w^T \sigma_{\epsilon_k}^2
\]

\[
- \frac{2\epsilon_k}{(\sigma_{\epsilon_k}^2)^2} \left( \nabla_w \sigma_{\epsilon_k}^2 \nabla_w \epsilon_k + \nabla_w \epsilon_k \nabla_w^T \sigma_{\epsilon_k}^2 \right) + \frac{2}{\sigma_{\epsilon_k}^2} \nabla_w \epsilon_k \nabla_w \epsilon_k^T + o(2).
\]

(E.38)
These quantities are approximated by letting

\[ \epsilon_k \triangleq \left[ \frac{\sqrt{\ell_{e,k}}}{\sigma_{e,k}} \right], \quad \text{giving} \quad H_{o,k} = \begin{bmatrix} -\frac{1}{2} \frac{\ell_{e,k}}{\sigma_{e,k}^2} \nabla_{\epsilon} \sigma_{e,k}^2 \\ -\frac{1}{\sigma_{e,k}} \nabla_{\epsilon} \epsilon_k + \frac{1}{2(\sigma_{e,k}^2)^2} \nabla_{\epsilon} \sigma_{e,k}^2 \end{bmatrix} \] (E.39)

and letting \( \sigma_{e,k}^2 = \frac{1}{2} I \). This gives \( H_{o,k} \sigma_{e,k}^{-2} \epsilon_k = -\nabla_{\epsilon} J_k \) as desired. Meanwhile,

\[ H_{o,k}^T \sigma_{e,k}^{-2} H_{o,k} = \frac{1}{2\ell_{e,k}(\sigma_{e,k}^2)^2} \nabla_{\epsilon} \sigma_{e,k}^2 \nabla_{\epsilon} \sigma_{e,k}^2 + \frac{2}{\sigma_{e,k}^2} \nabla_{\epsilon} \epsilon_k \nabla_{\epsilon} \epsilon_k \\
- \frac{\epsilon_k}{(\sigma_{e,k}^2)^2} \left( \nabla_{\epsilon} \sigma_{e,k}^2 \nabla_{\epsilon} \epsilon_k + \nabla_{\epsilon} \epsilon_k \nabla_{\epsilon} \sigma_{e,k}^2 \right) + \frac{\epsilon_k^2}{2(\sigma_{e,k}^2)^3} \nabla_{\epsilon} \sigma_{e,k}^2 \nabla_{\epsilon} \sigma_{e,k}^2, \] (E.40)

or by rearranging the terms:

\[ H_{o,k}^T \sigma_{e,k}^{-2} H_{o,k} = \left( \frac{\epsilon_k^2}{2(\sigma_{e,k}^2)^3} + \frac{\epsilon_k}{(\sigma_{e,k}^2)^2} \right) \nabla_{\epsilon} \sigma_{e,k}^2 \nabla_{\epsilon} \sigma_{e,k}^2 \\
- \frac{\epsilon_k}{(\sigma_{e,k}^2)^2} \left( \nabla_{\epsilon} \sigma_{e,k}^2 \nabla_{\epsilon} \epsilon_k + \nabla_{\epsilon} \epsilon_k \nabla_{\epsilon} \sigma_{e,k}^2 \right) + \frac{2}{\sigma_{e,k}^2} \nabla_{\epsilon} \epsilon_k \nabla_{\epsilon} \epsilon_k. \] (E.41)

Comparing Equations E.38 and E.41 shows that \( H_{o,k}^T \sigma_{e,k}^{-2} H_{o,k} \) approximates the first-order part of the Hessian best when the coefficients of the first and third terms are matched (the coefficients of the second term is unalterably off by a factor of \( \frac{1}{2} \)). This is accomplished by redefining \( \ell_{e,k} \) with the time-varying quantity:

\[ \ell_{e,k} = \log(\alpha_k \cdot 2\pi \sigma_{e_k}^2) \] (E.42)

where \( \alpha_k \) is chosen for each \( k \) such that:

\[ \ell_{e,k} = \frac{\sigma_{e_k}^2}{3\epsilon_k^2 - 2\sigma_{e_k}^2}. \] (E.43)

**E.3.2 Variance Estimation**

The derivative of \( J_k \) with respect to the noise variances is:

\[ \frac{\partial J_k}{\partial \sigma^2} = \frac{1}{\sigma_{e_k}^2} \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} - \left( \frac{\epsilon_k}{\sigma_{e_k}^2} \right)^2 \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} + \frac{2\epsilon_k}{\sigma_{e_k}^2} \frac{\partial \epsilon_k}{\partial \sigma^2} \] (E.44)

The Hessian is given by:

\[ \frac{\partial^2 J_k}{(\partial \sigma^2)^2} = -\frac{1}{(\sigma_{e_k}^2)^2} \left( \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} \right)^2 + \frac{2\epsilon_k}{(\sigma_{e_k}^2)^3} \left( \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} \right)^2 - \frac{2\epsilon_k}{(\sigma_{e_k}^2)^2} \left( \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} \frac{\partial \epsilon_k}{\partial \sigma^2} \right) \\
- \frac{2\epsilon_k}{(\sigma_{e_k}^2)^2} \frac{\partial \epsilon_k}{\partial \sigma^2} \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} + 2 \frac{\partial \epsilon_k}{\partial \sigma^2} \frac{\partial \epsilon_k}{\partial \sigma^2} \] (E.45)

\[ \frac{\partial^2 J_k}{(\partial \sigma^2)^2} = \left( \frac{2\epsilon_k}{(\sigma_{e_k}^2)^3} \right) \left( \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} \right)^2 - \frac{4\epsilon_k}{(\sigma_{e_k}^2)^2} \left( \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} \frac{\partial \epsilon_k}{\partial \sigma^2} \right) + 2 \frac{\partial \epsilon_k}{\partial \sigma^2} \] (E.46)
These quantities are approximated by letting
\[ e_k \triangleq \frac{\sqrt{e_{e,k}}}{\sigma_{e,k}} \text{, giving } H_{o,k} = \begin{bmatrix} -\frac{1}{2} \left( \frac{e_{e,k}}{\sigma_{e,k}} \right)^{-\frac{1}{2}} \frac{\partial \sigma_{e,k}^2}{\partial \sigma^2} + \frac{1}{2} \frac{\partial^2 \sigma_{e,k}^2}{\partial \sigma^2 \partial \sigma^2} \\ -\frac{1}{2} \frac{\partial \sigma_{e,k}^2}{\partial \sigma^2} + \frac{1}{2} \frac{\partial \sigma_{e,k}^2}{\partial \sigma^2} \end{bmatrix} \] (E.47)
and letting \( \sigma^2 = \frac{1}{2} I \). This gives \( H_{o,k}^T \sigma_r^{-2} e_k = -\frac{\partial J}{\partial \sigma^2} \text{ as desired. Meanwhile,} \)
\[ H_{o,k}^T \sigma_r^{-2} H_{o,k} = \frac{1}{2} e_{e,k}(\sigma_{e_k}^{-2})^2 \left( \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} + \frac{2}{\sigma_{e_k}^2} \frac{\partial \sigma_{e_k}}{\partial \sigma^2} \right)^2 - \frac{2}{\sigma_{e_k}^2} \frac{\partial \sigma_{e_k}}{\partial \sigma^2} \frac{\partial \sigma_{e_k}}{\partial \sigma^2} + \frac{e_k^2}{2(\sigma_{e_k}^2)^3} \left( \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} \right)^2 \]
(E.48)
or by rearranging the terms:
\[ H_{o,k}^T \sigma_r^{-2} H_{o,k} = \frac{e_k^2}{2(\sigma_{e_k}^2)^3} + \frac{e_{e,k}^{-1}}{2(\sigma_{e_k}^2)^2} \left( \frac{\partial \sigma_{e_k}^2}{\partial \sigma^2} + \frac{2}{\sigma_{e_k}^2} \frac{\partial \sigma_{e_k}}{\partial \sigma^2} \right)^2 - \frac{2}{\sigma_{e_k}^2} \frac{\partial \sigma_{e_k}}{\partial \sigma^2} \frac{\partial \sigma_{e_k}}{\partial \sigma^2} + \frac{2}{\sigma_{e_k}^2} \left( \frac{\partial \sigma_{e_k}}{\partial \sigma^2} \right)^2 \]
(E.49)
Comparing Equations E.45 and E.49 shows that \( H_{o,k}^T \sigma_r^{-2} H_{o,k} \) approximates the first-order part of
the Hessian best when the coefficients of the first and third terms are matched (the coefficients of
the second and fifth terms are unalterably off by a factor of \( \frac{1}{2} \)). As with weight estimation, this is
accomplished with Equation E.43.

### E.4 EM Cost Function

The sequential EM cost is derived in Appendix F to be:
\[ J_{\text{em}} = N \log(2\pi \sigma_n^2) + N \log(2\pi \sigma_t^2) + \sum_{k=1}^{N} \left( \frac{(y_k - \hat{x}_k)^2}{\sigma_n^2} + \frac{(\hat{x}_k - x_{k|k})^2 + p_{k|k}}{\sigma_t^2} \right) \]
(E.50)
where only the predictions \( \hat{x}_{k|k} \) and covariances \( p_{k|k}^{\dagger} \) and \( p_{k|k}^{-} \) can be considered functions of the
weights.

#### E.4.1 Weight Estimation

The gradient of the instantaneous cost \( J_k \) with respect to the weights is:
\[ \nabla_w J_k = \frac{2 \hat{x}_{k|k} \nabla_w \hat{x}_{k|k} - 2 \nabla_w p_{k|k}^{\dagger} + \nabla_w p_{k|k}}{\sigma_v^2} \]
(E.51)
and the Hessian is given by:
\[ \nabla_w^2 J_k = \frac{2 \nabla^2 \hat{x}_{k|k} \nabla_w \hat{x}_{k|k} - 2 \nabla_w^2 p_{k|k}^{\dagger} + \nabla^2 p_{k|k}^{-} + 2 \hat{x}_{k|k} \nabla^2 \hat{x}_{k|k}}{\sigma_v^2} \]
(E.52)
These quantities are approximated by letting
\[
\epsilon_k \triangleq \begin{bmatrix} \sigma_v^{-1} \hat{x}_k \\ \sigma_v^{-1} \sqrt{-2p_{k|k}^\dagger} \\ \sigma_v^{-1} \sqrt{p_{k|k}} \end{bmatrix}, \quad \text{giving} \quad H_{o,k} = - \begin{bmatrix} \sigma_v^{-1} \nabla_w \hat{x}_k \\ \sqrt{-2} \nabla_w p_{k|k}^\dagger \\ -\frac{1}{2\sigma_v \sqrt{p_{k|k}}} \nabla_w p_{k|k} \end{bmatrix}
\] (E.53)

Using \( \sigma_r^2 = \frac{1}{2} I \) gives \( H_{o,k}^T \sigma_r^{-2} \epsilon_k = -\nabla_w J_k \) as desired, and
\[
H_{o,k}^T \sigma_r^{-2} H_{o,k} = \frac{1}{\sigma^2} \left( 2 \nabla_w \hat{x}_k \nabla_w \hat{x}_k^\dagger - \frac{\nabla_w p_{k|k}^\dagger \nabla_w p_{k|k}^\dagger}{p_{k|k}^\dagger} + \frac{\nabla_w p_{k|k} \nabla_w p_{k|k}^\dagger}{p_{k|k}} \right).
\]

The first term is the first-order part of the Hessian in Equation E.52. The last two terms can be dropped by simply letting \( p_{k|k}^- = p_{k|k}^\dagger \) approach \( \infty \) (use a very large number) in the definitions of \( \epsilon_k \) and \( H_{o,k} \) above. The effect of this redefinition cancels out of the gradient computation, and gives the desired approximation to the Hessian.

### E.4.2 Variance Estimation

The derivative of \( J_k \) with respect to either of the variances is:
\[
\frac{\partial J_k}{\partial \sigma^2} = \frac{1}{\sigma^2} - \frac{\text{num}_k}{(\sigma^2)^2}
\] (E.54)
and the second derivative is:
\[
\frac{\partial^2 J_k}{(\partial \sigma^2)^2} = -\frac{1}{(\sigma^2)^2} + \frac{2\text{num}_k}{(\sigma^2)^3} \sigma_r^2,
\] (E.55)
where \( \text{num}_k \) is the appropriate numerator term:
\[
\text{num}_k \triangleq \begin{cases} \frac{(y_k - \hat{x}_k)^2}{\sigma_v^2} + p_{k|k} & \text{when } \sigma^2 = \sigma_v^2, \\ \frac{(\hat{x}_k - \hat{x}_{k|k})^2}{\sigma_v^2} + p_{k|k} - 2p_{k|k}^\dagger + p_{k|k}^- & \text{when } \sigma^2 = \sigma_r^2. \end{cases}
\] (E.56)

These quantities are approximated by letting
\[
\tilde{\epsilon}_k \triangleq \begin{bmatrix} \sqrt{\ell_k} \\ \sigma^{-1} \sqrt{\text{num}_k} \end{bmatrix}, \quad \text{with derivative} \quad \tilde{H}_{o,k} = - \begin{bmatrix} \frac{1}{2\sqrt{\text{num}_k} \sqrt{\ell_k}} \\ \frac{\text{num}_k}{2(\sigma^2)^3} \ell_k \end{bmatrix}
\] (E.57)

Letting \( \sigma_r^2 = \frac{1}{2} I \) gives \( \tilde{H}_{o,k}^T \sigma_r^{-2} \tilde{\epsilon}_k = -\nabla_w J_k \) as desired. Meanwhile,
\[
\tilde{H}_{o,k}^T \sigma_r^{-2} \tilde{H}_{o,k} = \frac{1}{2\ell_k(\sigma^2)^2} + \frac{\text{num}_k}{2(\sigma^2)^3}
\] (E.58)

Forcing \( \ell_k = -2 \) gives the exact second derivative, scaled by a factor of \( \frac{1}{4} \). This scaling factor is easily fixed by using \( \frac{1}{2} \tilde{\epsilon}_k \) and \( 2\tilde{H}_{o,k} \) in the variance filter.
E.4.3 Colored Noise

For colored measurement noise, the sequential EM cost is:

\[
J_{em}^c = N \log(2\pi^2\sigma_v^2) + N \log(2\pi^2\sigma_{v_n}^2) \\
+ \sum_{k=1}^{N} \left( \frac{(\tilde{x}_k - \hat{x}_{k|k})^2 + p_{k|k} - 2p_{k|k}^+ + p_{k|k}^-}{\sigma_v^2} + \frac{(\hat{n}_k - \hat{n}_{k|k})^2 + p_{n,k|k} - 2p_{n,k|k}^+ + p_{n,k|k}^-}{\sigma_{v_n}^2} \right).
\]

(E.59)

However, the derivatives for the weight and variance filters are computed exactly as in the white noise case, with the exception that the numerator term \(num_k\) is now defined as

\[
num_k \triangleq (\hat{n}_k - \hat{n}_{k|k})^2 + p_{n,k|k} - 2p_{n,k|k}^+ + p_{n,k|k}^-
\]

(E.60)

when \(\sigma^2 = \sigma_{v_n}^2\).
Appendix F

EM Cost Function

The expectation-maximization (EM) algorithm is useful in many different settings. This appendix derives the EM cost function in the context of the dual estimation problem. The off-line problem is considered here, wherein all data up to time $N$ is available. The development for the linear white noise case closely follows that given by Shumway and Stoffer in [76], but is restricted to one-dimensional measurements, $y_k$.

F.1 Batch EM

The expectation-maximization cost function is given in Equation 2.55 on page 37 as:

$$J_{em} = E_{X|Y,W} \left[ N \log(4\pi^2 \sigma_v^2 \sigma_n^2) + \sum_{k=1}^{N} \left( \frac{(y_k - x_k)^2}{\sigma_v^2} + \frac{(x_k - \hat{x}_k^-)^2}{\sigma_n^2} \right) \right] \{y_t\}_1^N, \hat{w}.$$

From here forward the conditioning arguments in the expectation are implied, but not shown. Moving the expectation inside the sum and expanding the quadratics gives:

$$J_{em} = N \log(4\pi^2 \sigma_v^2 \sigma_n^2) + \sum_{k=1}^{N} E \left[ \frac{y_k^2 - 2y_k x_k + x_k^2}{\sigma_v^2} + \frac{x_k^2 - 2x_k \hat{x}_k^- + (\hat{x}_k^-)^2}{\sigma_n^2} \right],$$

$$= N \log(4\pi^2 \sigma_v^2 \sigma_n^2) + \sum_{k=1}^{N} \left( \frac{y_k^2 - 2y_k E[x_k] + E[x_k]^2}{\sigma_v^2} + \frac{E[x_k]^2 - 2E[x_k \hat{x}_k^-] + E[(\hat{x}_k^-)^2]}{\sigma_n^2} \right). \tag{F.1}$$

Furthermore, defining

$$\hat{x}_{k|N} \triangleq E[x_k|\{y_t\}_1^N, \hat{w}], \tag{F.2}$$
$$\hat{x}_{k|N}^- \triangleq E[\hat{x}_k^-|\{y_t\}_1^N, \hat{w}] \approx f(\hat{x}_{k-1|N}, \ldots, \hat{x}_{k-M|N}, \hat{w}), \tag{F.3}$$
$$p_{k|N} \triangleq \text{var}[x_k] = E[x_k^2|\{y_t\}_1^N, \hat{w}] - \hat{x}_{k|N}^2, \tag{F.4}$$
$$p_{k|N}^- \triangleq \text{var}[\hat{x}_k^-|\{y_t\}_1^N, \hat{w}] = E[(\hat{x}_k^-)^2|\{y_t\}_1^N, \hat{w}] - (\hat{x}_{k|N}^-)^2 \tag{F.5}$$
$$p_{k|N}^\perp \triangleq \text{var}[x_k, \hat{x}_k^-|\{y_t\}_1^N, \hat{w}] = E[x_k \hat{x}_k^-|\{y_t\}_1^N, \hat{w}] - \hat{x}_{k|N} \hat{x}_{k|N}^- \tag{F.6}$$
allows the cost to be rewritten as:

\[
J_{cm} = N \log(4\pi^2 \sigma^2 \sigma^2) + \sum_{k=1}^{N} \left( \frac{y_k^2 - 2y_k \hat{x}_k/N + \hat{x}_k/N + P_{k|N}}{\sigma^2} \right)
+ \frac{\hat{x}_k/N + P_{k|N} - 2\hat{x}_k/N \hat{x}_k/N - 2p_{k|N} + (\hat{x}_k/N)^2 + p_{k|N}}{\sigma^2}
= N \log(4\pi^2 \sigma^2 \sigma^2) + \sum_{k=1}^{N} \left( \frac{(y_k - \hat{x}_k/N)^2 + P_{k|N}}{\sigma^2} + \frac{(\hat{x}_k/N - \hat{x}_k/N)^2 + P_{k|N} - 2p_{k|N} + p_{k|N}}{\sigma^2} \right)
\]

(F.7)

(F.8)

Note that \( \hat{x}_k/N = C \hat{x}_k/N \), and \( p_{k|N} = CP_{k|N}CT \).

F.1.1 Linear Case

Furthermore, if the model is linear, then \( \hat{x}_k/N = w^T \hat{x}_{k-1}/N \), and:

\[
p_{k|N} = E[(x_k - \hat{x}_k)(x_k - \hat{x}_k)]^T | y_t \}
= E[(x_k - \hat{x}_k)(w^T x_{k-1} - w^T \hat{x}_{k-1})] | y_t \}
= CE[(x_k - \hat{x}_k)(x_k - \hat{x}_k)]^T | y_t \}
w^T \cdot w
= C(P_{k|N}^#)w
\]

(F.9a)

(F.9b)

(F.9c)

(F.9)

The quantities \( \hat{x}_{k|N}, \hat{x}_{k-1|N}, P_{k|N}, P_{k-1|N}, P_{k|N}^# \) can all be generated from the current weight estimates \( \hat{w} \) by a Kalman smoother [68], modified slightly as in [76] to produce \( P_{k|N}^# \). These values are no longer interpreted as functions of the unknown parameters \( w, \sigma_0^2, \) and \( \sigma_n^2 \). In fact, of all the terms in the cost function, only \( \hat{x}_{k|N}, p_{k|N}, \) and \( p_{k|N}^# \) are functions of \( w \). The weights can therefore be estimated by minimizing

\[
J_{cm}(w) = \sum_{k=1}^{N} \left( \frac{(\hat{x}_k/N - \hat{x}_k/N)^2 + 2p_{k|N} + p_{k|N}}{\sigma^2} \right).
\]

(F.11)

Similarly, all the terms in the numerator in Equation 2.55 are dependent on the previous variance estimates, \( \hat{\sigma}_n^2 \) and \( \hat{\sigma}_n^2 \), rather than on the variance being estimated. Hence, \( \sigma_n^2 \) is estimated using the partial cost:

\[
J_{cm}(\sigma_n^2) = N \log(2\pi \sigma_n^2) + \sum_{k=1}^{N} \left( \frac{(\hat{x}_k/N - \hat{x}_k/N)^2 + p_{k|N} - 2p_{k|N} + p_{k|N}}{\sigma^2} \right).
\]

(F.12)
while the portion relevant to estimating $\sigma^2_n$ is:

$$J^m(\sigma^2_n) = N \log(2\pi \sigma^2_n) + \sum_{k=1}^{N} \left( \frac{(y_k - \hat{x}_k|N)^2 + p_k|N}{\sigma^2_n} \right).$$

(F.13)

Closed form solutions for $w$, $\sigma^2_v$, and $\sigma^2_n$ are derived as in [76] by setting the gradients of the costs to zero. For weight estimation, this gives:

$$0 = \sum_{k=1}^{N} \left( \frac{-\hat{x}_{k-1|N}(\hat{x}_{k|N} - w^T \hat{x}_{k-1|N}) - 2(P_k|^#)^T C^T + 2(P_k-1|N)w}{\sigma^2_v} \right)$$

(F.14).

$$= \sum_{k=1}^{N} \left( \hat{x}_{k-1|N} \hat{x}_{k-1|N}^T w + (P_k-1|N)w \right) - \sum_{k=1}^{N} \left( \hat{x}_{k-1|N} \hat{x}_{k|N} + (P_k|^#)^T C^T \right).$$

(F.15)

Solving for $w$ gives:

$$\hat{w} = \left\{ \sum_{k=1}^{N} \left( \hat{x}_{k-1|N} \hat{x}_{k-1|N}^T + (P_k-1|N) \right) \right\}^{-1} \sum_{k=1}^{N} \left( \hat{x}_{k-1|N} \hat{x}_{k|N} + (P_k|^#)^T C^T \right).$$

(F.16)

Similarly, the process noise variance can be estimated by taking the derivative of the cost $J^m(\sigma^2_v)$ with respect to $\sigma^2_v$, and setting it to zero:

$$0 = \frac{N}{\sigma^2_v} - \sum_{k=1}^{N} \frac{(\hat{x}_{k|N} - \hat{x}_{k|N})^2 + p_k|N - 2p_k^T + p_k|N}{(\sigma^2_v)^2}$$

(F.17)

$$\Rightarrow \hat{\sigma}^2_v = \frac{1}{N} \sum_{k=1}^{N} \left( (\hat{x}_{k|N} - \hat{x}_{k|N})^2 + p_k|N - 2p_k^T + p_k|N \right).$$

(F.18)

The measurement noise variance can be estimated by setting the derivative of its cost with respect to $\sigma^2_n$ to zero:

$$0 = \frac{N}{\sigma^2_n} - \sum_{k=1}^{N} \frac{(y_k - \hat{x}_{k|N})^2 + p_k|N}{(\sigma^2_n)^2}$$

(F.19)

$$\Rightarrow \hat{\sigma}^2_n = \frac{1}{N} \sum_{k=1}^{N} \left( (y_k - \hat{x}_{k|N})^2 + p_k|N \right).$$

(F.20)

Equations F.16, F.18, and F.20 are known as the $M$-step of the algorithm. The new estimates of the parameters are then used in the Kalman smoother (or $E$-step), which is followed by another $M$-step, and so on.

**F.1.2 Nonlinear Case**

As mentioned in Chapter 3, nonlinear systems require a generalized M-step\(^1\), and the E-step is often performed with an extended Kalman smoother (EKS). In this case, the prediction term

\(^1\)The variance estimation can still be performed in closed form.
of Equation F.3 is approximated as \( \hat{x}_{k|N} = f(\hat{x}_{k|N}, w) \), and the variances \( p_{k|N}^- \) and \( p_{k|N}^\dagger \) are approximated as

\[
\begin{align*}
  p_{k|N}^- &= E[(x_k^- - \hat{x}_k)^2|\{y_t\}^t_t, w] \\
  &= E[(f(x_{k-1}, w) - f(\hat{x}_{k-1}, w))^2|\{y_t\}^t_t, w] \\
  &\approx \nabla^T f \cdot E[(x_k^- - \hat{x}_{k-1})^2|\{y_t\}^t_t, w] \cdot \nabla f \\
  &= CA_{k|N}(P_{k-1|N})A_{k|N}^T C^T
\end{align*}
\]

where the covariance \( P_{k-1|N} \) is itself approximated by the EKS. The transition matrix \( A_{k|N} \) is found by linearizing \( f(\cdot) \) at \( \hat{x}_{k-1|N} \). Similarly, the cross-variance \( p_{k|N}^\dagger \) is approximated as:

\[
\begin{align*}
  p_{k|N}^\dagger &= E[(x_k - \hat{x}_k)(x_k^- - \hat{x}_k)^2|\{y_t\}^t_t, w] \\
  &= E[(x_k - \hat{x}_k)(f(x_{k-1}, w) - f(\hat{x}_{k-1}, w))|\{y_t\}^t_t, w] \\
  &\approx CE[(x_k - \hat{x}_k)(x_k^- - \hat{x}_{k-1})^T|\{y_t\}^t_t, w] \cdot \nabla f \\
  &= C(P_k^\#)A_{k|N}^T C^T.
\end{align*}
\]

where the covariance \( P_k^\# \) is approximated by a modified EKS.

### F.2 Colored Noise EM Cost

As given in Equation 2.58 on page 37, the colored-noise EM cost is:

\[
J^c_{em}(w) = E_{x_k^n, n_k^n|y_t^n} \left[ \sum_{k=1}^{N} \left( \log(2\pi\sigma^2_v) + \frac{(x_k - x_k^-)^2}{\sigma^2_v} \right) \\
+ \log(2\pi\sigma^2_{v_n}) + \frac{(n_k - n_k^-)^2}{\sigma^2_{v_n}} \right] \left| \{y_t\}^N_t, \hat{x}_n, n_n \right|,
\]

As before, the conditioning arguments are suppressed for brevity in the following development. Moving the expectation inside the sum and expanding the quadratic terms gives:

\[
\begin{align*}
J^c_{em}(w) &= N \log(4\pi^2\sigma^2_v\sigma^2_{v_n}) + \sum_{k=1}^{N} E \left[ \frac{x_k^2 - 2x_kx_k^- + (x_k^-)^2}{\sigma^2_v} \\
&\quad + \frac{n_k^2 - 2n_kn_k^- + (n_k^-)^2}{\sigma^2_{v_n}} \right] \\
&= N \log(4\pi^2\sigma^2_v\sigma^2_{v_n}) + \sum_{k=1}^{N} \left( \frac{E[x_k^2] - 2E[x_kx_k^-] + E[(x_k^-)^2]}{\sigma^2_v} \right. \\
&\quad \left. + \frac{E[n_k^2] - 2E[n_kn_k^-] + E[(n_k^-)^2]}{\sigma^2_{v_n}} \right).
\end{align*}
\]
Using the definitions:

\[ \hat{n}_k|N \triangleq E[n_k|w, w_n, \{y_t\}_1^N] \]
\[ \hat{n}_k^-|N \triangleq E[n_k^-|\tilde{w}, w_n, \{y_t\}_1^N] = w_n^T\hat{n}_{k-1} \]
\[ p_{n,k|N} \triangleq \text{var}[n_k|w, w_n, \{y_t\}_1^N] = E[n_k^2|\{y_t\}_1^N, \tilde{w}, w_n] - \hat{n}_k|N \]
\[ p_{n,k|N}^- \triangleq \text{var}[n_k^-|\tilde{w}, w_n, \{y_t\}_1^N] = E[(n_k^-)^2|\{y_t\}_1^N, \tilde{w}, w_n] - (\hat{n}_k^-|N)^2 \]
\[ p_{n,K,k|N} \triangleq \text{var}[n_k n_k^T|\tilde{w}, w_n, \{y_t\}_1^N] = E[n_k n_k^T|\{y_t\}_1^N, \tilde{w}, w_n] - \hat{n}_k|N\hat{n}_k^-|N \]

and the corresponding terms defined for the signal \( x_k \) in Equations F.2-F.6, allows the cost to be written as:

\[
J_{c}^{em}(w, \sigma_v^2, \sigma_{v,u}^2) = N \log(4\pi^2\sigma_v^2\sigma_{v,u}^2) + \sum_{k=1}^{N} \left( \frac{(\hat{x}_k|N - \tilde{x}_k^-|N)^2 + p_{k|N} - 2p_{k|N}^T + p_{n,k|N}^-}{\sigma_v^2} \right) \]
\[
+ \left( \frac{(\hat{n}_k|N - \hat{n}_k^-|N)^2 + p_{n,k|N} - 2p_{n,k|N}^T + p_{n,k|N}^-}{\sigma_{v,u}^2} \right) \quad \text{(F.25)}
\]

For linear models, the closed form solutions for \( w \) and \( \sigma_v^2 \) that minimize this cost are the same as given in Equations F.16 and F.18; for nonlinear models, the generalized M-step for \( w \) is also unchanged. Meanwhile, the variance of the process noise driving the colored measurement noise is found as:

\[
\hat{\sigma}^2_{v,u} = \frac{1}{N} \sum_{k=1}^{N} \left( (\hat{n}_k|N - \hat{n}_k^-|N)^2 + p_{n,k|N} - 2p_{n,k|N}^T + p_{n,k|N}^- \right). \quad \text{(F.26)}
\]

The noise model is assumed linear, so \( \hat{n}_k^-|N = w_n^T\hat{n}_{k-1|N} \). Furthermore, note that \( p_{n,k|N} = CP_{n,k|N}C^T \), where \( P_{n,k|N} = \text{cov}[x|\{y_t\}_1^N, \tilde{w}, w_n] \) and:

\[
p_{n,k|N} = E[(n_k - \hat{n}_k)(n_k^- - \hat{n}_k^-)|\{y_t\}_1^N, \tilde{w}, w_n] \quad \text{(F.27a)}
\]
\[
= E[(n_k - \hat{n}_k)(w_n^Tn_{k-1} - w_n^T\hat{n}_{k-1})|\{y_t\}_1^N, \tilde{w}, w_n] \quad \text{(F.27b)}
\]
\[
= CE[(n_k - \hat{n}_k)(n_{k-1} - \hat{n}_{k-1})^T|\{y_t\}_1^N, \tilde{w}, w_n] \cdot w_n^T \quad \text{(F.27c)}
\]
\[
= C(P_{n,k|N})w_n, \quad \text{(F.27)}
\]

\[
p_{n,k|N}^- = E[(n_k^- - \hat{n}_k^-)^2|\{y_t\}_1^N, \tilde{w}, w_n] \quad \text{(F.28a)}
\]
\[
= E[(w_n^Tn_{k-1} - w_n^T\hat{n}_{k-1})^2|\{y_t\}_1^N, \tilde{w}, w_n] \quad \text{(F.28b)}
\]
\[
= w_n^T \cdot E[(n_{k-1} - \hat{n}_{k-1})^2|\{y_t\}_1^N, \tilde{w}, w_n] \cdot w_n \quad \text{(F.28c)}
\]
\[
= w_n^T(P_{n,k-1|N})w_n. \quad \text{(F.28)}
\]
The quantities \( \hat{n}_{k-1|N}, \ P_{n,k|N}, \ P_{n,k-1|N}, \ P_{n,k^*|N} \) can all be generated from the current weight estimates \( \hat{w} \) and \( w_n \) by a Kalman smoother, modified to accommodate colored noise, and to produce \( P_{n,k^*|N} \).
Appendix G

Errors-in-Variables

Errors-in-variables (EIV) models are sometimes used to handle regression problems wherein the regressors are measured with error [75]. Because the autoregressive models used in this thesis for time-series analysis are a special kind of regression problem, a strong relationship exists between the EIV framework and the dual estimation methods developed in this thesis.

Consider the batch problem of estimating \(\mathbf{w}\) and \(\mathbf{x}_1^N\) given the vector of noisy observations \(\mathbf{y}_1^N\). The EIV model makes a distinction between input and output variables, and between the deterministic and stochastic parts of the input-output relationship. In the context of noisy time-series, the input and output data are the same thing. The “input data” are

\[
y_k = x_k + n_k, \tag{G.1}
\]

and the “output data” are:

\[
y_k = f(\mathbf{x}_{k-1}, \mathbf{w}) + v_k + n_k. \tag{G.2}
\]

Hence, the input data contain errors \((y_k - x_k)\), with variance \(\sigma_n^2\), and the output data contain errors \((y_k - f(\mathbf{x}_{k-1}, \mathbf{w}))\), with variance \(\sigma_v^2 + \sigma_n^2\). Furthermore, the cross-covariance between the two errors is \(\sigma_v^2\). These errors can be concatenated in the column vector:

\[
\mathbf{E} \triangleq \begin{bmatrix} \mathbf{e} \\ \mathbf{v} \end{bmatrix} = \begin{bmatrix} \mathbf{y}_1^N - \mathbf{x}_1^N \\ \mathbf{y}_1^N - (\mathbf{x}^-)_1^N \end{bmatrix}, \tag{G.3}
\]

where \((\mathbf{x}^{-})_1^N\) is a column vector with elements: \(x_k^- = f(\mathbf{x}_{k-1}, \mathbf{w})\). The maximum likelihood estimates of \(\mathbf{x}_1^N\) and \(\mathbf{w}\) are found by maximizing the log-likelihood of \(\mathbf{E}\), or minimizing the cost function:

\[
J(\mathbf{x}_1^N, \mathbf{w}) = \mathbf{E}^T \Sigma^{-1} \mathbf{E}, \tag{G.4}
\]

where \(\Sigma^{-1}\) is the covariance of \(\mathbf{E}\). The EIV method consists of iteratively:
1. minimizing $J(x_i^t, w)$ with respect to $x_i^N$, with $w$ fixed at the current estimate: $\hat{w}$.

2. minimizing $J(x_i^t, w)$ with respect to $w$, with $x_i^N$ fixed at the current estimate: $\hat{x}_i^N$.

When the model is linear, these steps can be solved in closed form with a batch weighted least-squares type of solution.

The relationship of the EIV cost to the joint cost explored in Chapter 2 can be seen by expanding $\Sigma$ in Equation G.4 as:

$$J(x_i^N, w) = \begin{bmatrix} e \end{bmatrix}^T \begin{bmatrix} \sigma_n^2 I & \sigma_n^2 I \\ \sigma_n^2 I & (\sigma_n^2 + \sigma_w^2)I \end{bmatrix}^{-1} \begin{bmatrix} e \\ \varepsilon \end{bmatrix}$$

$$= \begin{bmatrix} e \end{bmatrix}^T \begin{bmatrix} \frac{1}{\sigma_n^2} + \frac{1}{\sigma_w^2}I & -\frac{1}{\sigma_n^2}I \\ -\frac{1}{\sigma_n^2}I & \frac{1}{\sigma_w^2}I \end{bmatrix} \begin{bmatrix} e \\ \varepsilon \end{bmatrix}$$

Letting the components of $e$ and $\varepsilon$ be denoted by $e_k = (y_k - x_k)$ and $\varepsilon_l = (y_k - x_k^-)$, respectively, the cost can be written in component form as:

$$J(x_i^N, w) = \sum_{i=1}^{N} \left( \frac{e_k^2}{\sigma_n^2} + \frac{e_k^2}{\sigma_w^2} + \frac{(\varepsilon_l)^2}{\sigma_n^2} + \frac{-2\varepsilon_l e_k}{\sigma_w^2} \right)$$

$$= \sum_{i=1}^{N} \left( \frac{e_k^2}{\sigma_n^2} + \frac{(\varepsilon_l - e_k)^2}{\sigma_w^2} \right).$$

However, note that the term $(\varepsilon_l - e_k)$ is identical to $(x_k - x_k^-)$, so the EIV cost is identical to the joint cost given in Equation 2.11 on page 23:

$$J^j(x_i^N, w) = \sum_{i=1}^{N} \left( \frac{(y_k - x_k)^2}{\sigma_n^2} + \frac{(x_k - x_k^-)^2}{\sigma_w^2} \right).$$
Appendix H

Measurement Noise Variance Upper Bound

On page 105, a procedure is described for estimating $\hat{x}_k^2$ by starting at an upper bound, and decrementing the estimate. In this appendix, the upper bound for the measurement noise variance is derived. Recall the formulation of a noncausal mapping from $2M + 1$ noisy data points $y_{k-M}^{k+M}$ to an estimate of the $x_k$:

$$\hat{x}_k = w^T y_{k-M}^{k+M}. \quad (H.1)$$

Consider weight estimates of the form:

$$\hat{w} = R_{yy}^{-1}(r_{yy} - \hat{\sigma}_n^2 e_0), \quad (H.2)$$

where $\hat{w} = \hat{w}^*$ is the optimal weight vector when $\hat{\sigma}_n^2 = \sigma_n^2$. Then the variance of the estimate can be expressed in terms of $\hat{\sigma}_n^2$:

$$var(\hat{x}_k) = E[\hat{w}^T y_{k-M}^{k+M} y_{k-M}^{k+M} \hat{w}] \quad (H.3)$$

$$= \hat{w}^T \hat{R}_{yy} \hat{w} \quad (H.4)$$

$$= (r_{yy} - \hat{\sigma}_n^2 e_0) R_{yy}^{-1} R_{yy} R_{yy}^{-1} (r_{yy} - \hat{\sigma}_n^2 e_0), \quad (H.5)$$

$$= (r_{yy} - \hat{\sigma}_n^2 e_0) R_{yy}^{-1} (r_{yy} - \hat{\sigma}_n^2 e_0). \quad (H.6)$$

To find $\hat{\sigma}_n^2$ such that $\hat{x}_k$ is the minimum variance estimate, set the derivative of the variance (with respect to $\hat{\sigma}_n^2$) to zero:

$$\frac{\partial var(\hat{x}_k)}{\partial \hat{\sigma}_n^2} = 2(r_{yy} - \hat{\sigma}_n^2 e_0) R_{yy}^{-1} (-e_0) = 0 \quad (H.7)$$

$$\Rightarrow \hat{\sigma}_n^2 e_0 R_{yy}^{-1} e_0 = r_{yy} R_{yy}^{-1} e_0 \quad (H.8)$$

$$\Rightarrow \hat{\sigma}_n^2 (R_{yy}^{-1})^{(0,0)} = e_0^T e_0 \quad (H.9)$$

$$\Rightarrow \hat{\sigma}_n^2 = \frac{1}{(R_{yy})^{(0,0)}} \quad (H.10)$$
To show that this is an upper bound on the true variance $\sigma_n^2$, consider the MSE of the optimal estimator:

$$\text{MSE} = E[(\hat{\sigma}_k - \hat{w}^T y_{k-M} + M)^2]$$

$$= \sigma_n^2 - 2\hat{w}^T \hat{r}_{yx} + \hat{w}^T \hat{R}_{yy}^{-1} \hat{w}$$

$$= \sigma_n^2 - 2(r_{yy} - \sigma_n^2 e_0)\hat{r}_{yx} + (r_{yy} - \sigma_n^2 e_0)^T \hat{R}_{yy}^{-1} (r_{yy} - \sigma_n^2 e_0)$$

$$= \sigma_n^2 - 2r_{yy}^T \hat{R}_{yy}^{-1} r_{yx} + 2\sigma_n^2 e_0^T \hat{R}_{yy}^{-1} r_{yx} + r_{yy}^T \hat{R}_{yy}^{-1} r_{yy} - 2r_{yy}^T \hat{R}_{yy}^{-1} \sigma_n^2 e_0 + (\sigma_n^2)^2 e_0^T \hat{R}_{yy}^{-1} e_0,$$

$$= \sigma_n^2 - 2r_{yy}^T \hat{R}_{yy}^{-1} r_{yx} + 2\sigma_n^2 e_0^T \hat{R}_{yy}^{-1} r_{yx} + r_{yy}^T \hat{R}_{yy}^{-1} r_{yy} - 2r_{yy}^T \hat{R}_{yy}^{-1} \sigma_n^2 e_0 + (\sigma_n^2)^2 e_0^T \hat{R}_{yy}^{-1} e_0,$$

$$= \sigma_n^2 - 2e_0^T r_{yx} + 2\sigma_n^2 e_0^T \hat{R}_{yy}^{-1} r_{yx} + e_0^T \hat{R}_{yy}^{-1} e_0 - 2e_0^T \sigma_n^2 e_0 + (\sigma_n^2)^2 e_0^T \hat{R}_{yy}^{-1} e_0$$

$$= \sigma_n^2 - 2r_{yy}^T \hat{R}_{yy}^{-1} r_{yx} + 2\sigma_n^2 e_0^T \hat{R}_{yy}^{-1} r_{yx} + r_{yy}^T \hat{R}_{yy}^{-1} r_{yy} - 2r_{yy}^T \hat{R}_{yy}^{-1} \sigma_n^2 e_0 + (\sigma_n^2)^2 e_0^T \hat{R}_{yy}^{-1} e_0$$

$$= \sigma_n^2 - 2e_0^T r_{yx} + 2\sigma_n^2 e_0^T \hat{R}_{yy}^{-1} r_{yx} + e_0^T \hat{R}_{yy}^{-1} e_0 - 2e_0^T \sigma_n^2 e_0 + (\sigma_n^2)^2 e_0^T \hat{R}_{yy}^{-1} e_0$$

$$= \sigma_n^2 - 2(\sigma_n^2)^2 (R_{yy}^{-1})^{(0,0)} - 2\sigma_n^2 + (\sigma_n^2)^2 (R_{yy}^{-1})^{(0,0)}$$

$$= \sigma_n^2 - (\sigma_n^2)^2 (R_{yy}^{-1})^{(0,0)}$$

$$= \sigma_n^2 (1 - \sigma_n^2 (R_{yy}^{-1})^{(0,0)}).$$

Now, of course the MSE must be non-negative, which means that:

$$\sigma_n^2 (R_{yy}^{-1})^{(0,0)} \leq 1$$

$$\Rightarrow \sigma_n^2 \leq \frac{1}{(R_{yy}^{-1})^{(0,0)},}$$

giving the desired upper bound on $\sigma_n^2$. When $R$ is not known, it can be replaced by an estimate, $\hat{R}$. 


Appendix I

T Test

Section 4.2.2 describes the problem of determining whether two algorithmic treatments, \((a \neq b) \in A\), produce losses \(L_a(x^N_1, w, y^N_1)\) and \(L_b(x^N_2, w, y^N_2)\) which are significantly different. The t test – a common method for determining statistical significance [70] – is described in this Appendix for that purpose.

Letting \(\mu_a \triangleq E_Y[L_a]\) be the expectation of the loss over all noise realizations, the treatment-specific loss can be rewritten as \(L_a = \mu_a + \epsilon_a\), where \(\epsilon_a\) represents a zero-mean random disturbance due to the specific realization of the data.

Given \(R\) repetitions of the measurement noise, the loss of the \(a^{th}\) treatment on the \(r^{th}\) repetition of the data is denoted by \(L_a^{[r]}\), where \(r \in \{1, 2, \ldots, R\}\). Each \(L_a^{[r]}\) can be thought of as a sample from the distribution on \(L_a\). The sample mean of \(L_a\) can be computed as \(\frac{1}{R} \sum_{r=1}^{R} L_a^{[r]}\), and used to evaluate \(a\). When comparing two treatments, however, the significance of the difference in their sample means must be considered.

Note however, that because the same \(R\) repetitions of the data \((y^N)^{[r]}\) (and initial parameters \(\hat{w}_0, \hat{\sigma}^2_{n,0}, \hat{\sigma}^2_{n,0}\)) are used across all methods, the samples for any two treatments are not independent. In fact, taken for any two methods at a time, the results constitute paired samples [70], because the conditions contributing to, for example, \(L_a^{[r]}\) and \(L_b^{[r]}\), differ only in the treatment used.

On the other hand, defining the difference \(d_{a,b} \triangleq L_a - L_b\) creates a random variable that is sampled independently, by \(d_{a,b}^{[r]} \triangleq (L_a^{[r]} - L_b^{[r]})\). Assuming a Gaussian distribution on the difference, with mean \(\mu_{a,b} = \mu_a - \mu_b\) and variance \(\sigma_{a,b}^2\), the significance can be tested by determining how likely it is that the distribution of \(d_{a,b}\) has zero mean. This can be done by way of a t test [70].

Computing the sample average \(D_{a,b} = \frac{1}{R} \sum_{r} d_{a,b}^{[r]}\), and normalizing as:

\[
m = \frac{D_{a,b} - \mu_{a,b}}{\sigma_{a,b} \cdot R^{-\frac{1}{2}}}
\]  

produces a random variable, \(m\), with normal distribution. Furthermore, the sample variance,
\[ s_D^2 = \frac{1}{R-1} \sum_{r} (d_{a,b}^{[r]} - D_{a,b})^2, \]

scaled as:

\[ v = \frac{(R - 1)s_D^2}{\sigma_{a,b}^2}, \]

produces a chi-squared random variable, \( v \), with \( R - 1 \) degrees of freedom.

Given two independent random variables \( m \sim \mathcal{N}(0,1) \) and \( v \sim \chi_{n}^2 \), the random variable \( t = m/\sqrt{n-1} \) is distributed with the \textit{t distribution} with \( n \) degrees of freedom [70]. Therefore, the statistic

\[ t_{a,b} = \frac{D_{a,b} - 0}{s_D \cdot R^{-\frac{1}{2}}} \]

will have the \textit{t} distribution with \( R - 1 \) degrees of freedom if and only if \( \mu_{a,b} = 0 \). This condition is referred to as the \textit{null hypothesis}, \( H_0 \); it represents the case of no difference between algorithmic treatments \( a \) and \( b \).

Therefore, the probability that \( \mu_{a,b} = 0 \) when \( |t_{a,b}| \geq t_1 \) for some positive value of \( t_1 \), is given by:

\[ \alpha \triangleq Pr(“H_0 \text{ is true}” \& |t_{a,b}| \geq t_1) = 1 - \int_{-t_1}^{t_1} \rho_{t_{R-1}} \cdot dT, \]

where \( \rho_{t_{R-1}} \) is the pdf of the \textit{t} distribution with \( R - 1 \) degrees of freedom. The smallest possible value of \( \alpha \) occurs when \( t_1 \) is chosen to equal \( |t_{a,b}| \); this minimum value of \( \alpha \) is known as the \textit{p-value} of \( t_{a,b} \). When the \textit{p-value} is close to zero, the probability of \( \mu_{a,b} = 0 \) is low, indicating a significant difference between treatments \( a \) and \( b \). A large \textit{p-value}, on the other hand, indicates that there is not sufficient evidence for differentiating between \( a \) and \( b \).
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