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1 Preliminaries

1.1 A Note Regarding the First Revision

This document presents the technical development of a core calculus of DALI, a CBV language which provides support for datatypes with bindings. The proofs are given in as much detail as the space would allow it.

Due to the time constraints, many typographical and stylistic changes we wished to make in order to make the document more readable and compact are still missing. We intend to address these problems regarding our presentation in a forthcoming revision.

The document is organized as follows: Section 2 presents definitions of the various notions that will be used throughout the proof. Section 3 proves various basic properties of those notions. Section 4 provides the general proof of confluence, taken directly from [5]. Section 5 proves necessary lemmas for DALI that are required for the general argument in section 4. Section 6 gives a general argument for soundness of DALI, adapted directly from [5]. Section 7 provides proofs for DALI-specific lemmas required in Section 6.

1.2 Notes on the Technical Development

The development proceeds in a number of steps. Some of these steps introduce auxiliary constructs that are useful in constructing the proofs of properties in which we are interested. These constructs include well-known notions, such as complete development and parallel reduction, which are recast in the setting of DALI.

Each new notion usually has certain basic properties associated with it, about which we prove lemmas (Section 3). These basic properties, beside being useful in latter proofs, also ensure that the definitions of various notions are sensible and correspond to their equivalents in more well-known calculi.

We introduce a big-step semantics (or evaluation function where the order of evaluation of subterms is deterministic), and a reduction semantics (where the order in which the rules are applied is immaterial).

The main result of this paper is that reduction preserves evaluation. That is, applying any sequence of reduction rules to a term does not change the value to which it evaluates. Thus the reduction calculus can be used to transform one program into another program with equivalent meaning.

Our development includes the following steps:

- We define a core language (DALI, Section 2) that exhibits only the essential features and properties we wish to develop theoretically.
- We define a big-step semantics ($\rightarrow$), a deterministic partial function that defines the notion of evaluation of DALI programs.
- We define a reduction semantics ($\lambda^d$), based on primitive notions of reduction (e.g., $\beta$), lifted into arbitrary contexts to obtain a compatible reduction relation ($\rightarrow$), as well as its reflexive transitive closure ($\rightarrow^*$).
- We define parallel reduction ($\parallel$), for DALI, a relation between terms that allows multiple reductions to be performed at the same time, nondeterministically.
- We define left reduction ($\leftarrow$), a function on terms that performs the work of big-step semantics in a number of small steps.
- We prove important properties of these constructs:
  1. $\lambda^d$ is equivalent to parallel reduction. This allows us to replace reduction semantics with parallel reductions in our proofs, since parallel reduction is considerably less difficult to reason about than $\lambda^d$.
  2. We prove equivalence of the transitive closure of left reduction ($\leftarrow^*$) and big-step evaluation. Similarly to parallel reduction, this allows us to reason about $\leftarrow^*$ instead of $\rightarrow$ in our proofs which simplifies the development.
- The first major result of our work on DALI is the proof of confluence of $\lambda^d$. (Sections 4 and 5) We prove that parallel reduction is confluent, which by equivalence of the transitive closures of $\lambda^d$ and parallel reduction allows us to conclude that $\lambda^d$ is confluent as well.
- Based on Taha’s soundness proof of MetaML ([5], the partiality of left reduction function induces a partitioning of the set of expressions, called expression classes. The three term classes are inductively defined and are called values, workables, and sticks.
  1. Workables are expressions on which left reduction is defined, i.e., can be advanced by left reduction. In other words, workables may left-reduce, in one or more steps, to either values, sticks or other workables.
2. **Values** are expressions to which workables may left-reduce in one or more steps but on which left reduction cannot proceed further. They correspond exactly to the set of values defined in Section 2.

3. **Stucks** are expressions that cannot be advanced by left reduction, but are not values.

- A further development is to prove certain monotonic properties of parallel reduction with respect to term classes. In particular, values and sticks can be only further reduced to other values or sticks respectively, and most importantly, if a result of the parallel reduction is a value, it must have been obtained either from another value, or from a workable.

- Finally, the main result of this paper, the soundness of reduction semantics, is reduced to proving two goals:

1. A (terminating) evaluation of a term to a value implies a finite sequence of $\lambda$ steps in which the original term reduces to the same value.

2. A finite sequence of reductions of a term $e$ to a value $v$ implies that there exists a value $v'$ to which the original term evaluates, and which can be then reduced in some finite number of steps to the original value $v$.

The first goal is not difficult to prove by straightforward induction. The second goal, however, requires several transformations:

1. Using the equivalence of evaluation and left reduction's reflexive transitive closure, and the equivalence of $\lambda$ and parallel reduction, the goal is restated in terms of left reduction and parallel reduction.

2. Three important lemmas are used in proving this goal: *push-back*, *transition* and *permutation*. These lemmas allow rearranging of the order of left and parallel reductions in finite reduction chains until the goal is reached.

The formulation of the soundness proof technique is most directly due to Taha’s work on MetaML[4, 5]. In proving soundness of DALLI, we were able to directly directly reuse both the structure and certain key lemmas of this proof. For others, it was necessary to re-prove them in the context of the new language, but their basic formulation remained unchanged.

2 Definitions

2.1 $X, Z, F, E, G, V, E, W, S$ Set Definitions

We will use a BNF-like notation for specifying a number of inductively defined sets that will be used throughout this report. Two non-standard notations will be used for conciseness:

- **Lambda terms with patterns** are written $\lambda f_1^e \ldots f_n^e \{ f \; x_1 \; e_1 \ldots \lambda x_n^e \; e_n \}$, meaning, a sequence of simple lambda abstractions $\lambda x_1. e_1, \ldots, \lambda x_n. e_n$ corresponding to branches of a lambda abstraction indexed by the various tags $f_1, \ldots, f_n$.

- **Set difference** is written $\forall \setminus v$, meaning, all possible elements of $\forall$ except the ones matching the pattern particular pattern $v$. For example, if $\mathbb{N}$ is the set of naturals, then $n + 1$ is a pattern that matches naturals greater than zero, and $\mathbb{N} \setminus (n + 1)$ is simply the natural number zero. This notation allows us to avoid having a definition of stuck terms $S$ that is quadratic in the number of constructs in expressions $E$.

We will make use of **Barendregt's variable convention**, and state the set of bound and free variables in expressions occurring in any formula or statement should be taken by the reader to be distinct.
Definition 1

\( x \in \mathbb{X} \) Normal variables := Infinite set of names
\( z \in \mathbb{Z} \) Object variables := Infinite set of names
\( f \in \mathbb{F} \) Tags := Infinite set of names containing True and False
\( F \subseteq \mathbb{F} \) Tag sets := Finite subsets of \( \mathbb{F} \)
\( e \in \mathbb{E} \) Expressions := \( \{ | \ x | | ax.e | | e/e | | (e,e) | | \pi_1 \ e | | \pi_2 \ e | | f \ e | | \lambda^{F_E}(f x f) \ e \ |
\# z | | \# z \Rightarrow e | | \lambda(\# z \Rightarrow x).e \ |
\isOVar \ e | | e \equiv e \)
\( C \in \mathbb{C} \) Contexts := \( \{ | \ x | \lambda.x.C | | C \ e | | e \ C | | (e,C) | | (C,e) | | \pi_1 \ C | | \pi_2 \ C | | \lambda^{E_E}(f f \ e) \ C \ f \ f.C | | \lambda(\# z \Rightarrow C) \ C | | \lambda(\# z \Rightarrow x).C \ |
\isOVar \ C | | C \equiv e | | e \equiv e \)
\( b \in \mathbb{B} \) Based Values := \( \{ | \ (b,b) | | b \ b | | \# z | | \# z \Rightarrow b \)
\( v \in \mathbb{V} \) Values := \( \{ | \ x \ | \lambda.x.e | | (v,v) | | f \ v | | \lambda^{E_F}(f \ f \ e) \ f \ f \ e \ f | | \# z | | \# z \Rightarrow v | | \lambda(\# z \Rightarrow x).e \ |
\( w \in \mathbb{W} \) Workables := \( \{ | \ x \ | \lambda.x.e \ v | | (\lambda(\# z \Rightarrow x).e) \ v | | (\# z \Rightarrow b) | | w \ e | | v \ w | | f \ w | | \# z \Rightarrow w | | \ |
\isOVar \ v | | \isOVar \ w \ |
\( s \in \mathbb{S} \) Stacks := \( \{ | \ x | \ s \ e | | v \ s | | (s,e) | | (v,s) | \ |
\pi_n \ s | | \pi_n \ (\forall \ (v,s)) | | f \ s \ |
\isOVar \ v \ |
\( \rho \in \mathbb{R} \) Reductions := \( \beta_1 | | \pi_1 \ | | \pi_2 \ | | \beta_2 \ | | \beta_3 \ | | \# | | \delta \_{\# \ isOVar} \)

2.2 \( \downarrow[.] : \mathbb{C} \times \mathbb{E} \rightarrow \mathbb{E} \) Context filling

Definition 2

\( \downarrow[.] \[ e \] \) \(
(\lambda x.C)[e'] = \lambda x.(C[e']) \)
(\(\# z \Rightarrow x).C)[e'] = (\(\# z \Rightarrow x).C[e'] \)
(\(e \ e \) [e']) = (\(e \ e \) [e']) \)
(\(e \ C)[e'] = (\(e \ C)[e'] \)
(\(C \ e)[e'] = (\(C \ e)[e'] \)
(\(\pi_1 \ C)[e'] = (\(\pi_1 \ C)[e'] \)
(\(\pi_2 \ C)[e'] = (\(\pi_2 \ C)[e'] \)
(\(f \ f \) [e'] = (\(f \ f \) [e'] \)
(\(f \ f \) [e'] = (\(f \ f \) [e'] \)
(\(\lambda^{F_E}(f f \ e) \ f \ f.C)[e'] = (\(\lambda^{F_E}(f f \ e) \ f \ f.C)[e'] \)
(\isOVar \ C[e'] = (\isOVar \ C[e'] \)

2.3 \( \downarrow[.] : \mathbb{X} \times \mathbb{X} \times \mathbb{E} \rightarrow \mathbb{E} \) and \( \downarrow[.] : \mathbb{B} \times \mathbb{Z} \times \mathbb{X} \rightarrow \mathbb{E} \) Substitution

Definition 3

(\( | x | = e \) ) = (\( | \)
\(x \ e \) = e \)
\(x_1 \) = e \)
\(e_1 \ e_2 \) = (\(e_1 \ x = e_2 \)
\(e_2 \ x = e_2 \)
\(x \ x_1 \ = x_1 \)
\(x \neq x_1 \)
\(\lambda x.e \ x = e \ x \)
\(\lambda x.e \ x = e \ x \)
\(e \ x \ x_1 \ = e \ x \ x_1 \)
\(e \ x \ x_1 \ = e \ x \ x_1 \)
\(e \ x \ x_1 \ = e \ x \ x_1 \)
\(\pi_1 \ e \ x_1 \ = \pi_1 \ e \ x_1 \)
\(\pi_2 \ e \ x_1 \ = \pi_2 \ e \ x_1 \)
\(f \ b \ y \ x = f \ b \ y \ x \)
\(\# z \Rightarrow x \)
\(\# z \Rightarrow x \)
\(\lambda^{F_E}(f f \ e) \ f \ f.C \ x = e \ x \)
\(\# z \Rightarrow x \)
\(\# z \Rightarrow x \)
\(\lambda^{F_E}(f f \ e) \ f \ f.C \ x = e \ x \)
\(\# z \Rightarrow x \)
\(\# z \Rightarrow x \)
\(\isOVar \ e \ x = e \)
\(\isOVar \ e \ x = e \)

Remark 4 Note that the above definition of substitution uses Barendregt's variable convention, and thus no explicit side-conditions on renaming substitutions over binding constructs are necessary.
2.4 \( \rightarrow \) \( \equiv \times \equiv \rightarrow \) Notions of Reduction

Definition 5

\[
\begin{align*}
(\lambda x. e) v & \rightarrow_{\beta_1} e[x := v] \\
\pi_1 (v_1, v_2) & \rightarrow_{\tau_1} v_1 \\
\pi_2 (v_1, v_2) & \rightarrow_{\tau_2} v_2 \\
(\lambda i \in \{k\} (f x_i). e_i) (k v) & \rightarrow_{\beta_2} e_k[x_k := e] \\
(\lambda (\# z \Rightarrow x). e) (\# z := b) & \rightarrow_{\beta_3} e[x := \lambda x.(b[\# z := x])] \\
\# z = \# z & \rightarrow_{=} \text{False} \\
\# z_1 = \# z_2 & \rightarrow_{=} \text{True} \\
isOVar \# z & \rightarrow_{\text{isOVar}} \text{False} \\
isOVar v & \rightarrow_{\text{isOVar}} \text{True}
\end{align*}
\]

2.5 \( \rightarrow \) \( \equiv \times \equiv \) and \( \rightarrow^* \) \( \equiv \times \equiv \) Compatible Reduction and the Reduction Relation

Definition 6

\[
\begin{align*}
\frac{e_1 \rightarrow_\rho e_2 \in \equiv}{C[e_1] \rightarrow_\rho C[e_2] \in \equiv} \\
\frac{e \rightarrow_{=} e \quad e \rightarrow^* e}{e_1 \rightarrow^* e_2 \quad e_2 \rightarrow^* e_3 \quad e_1 \rightarrow^* e_3}
\end{align*}
\]

2.6 Notation

Notation 7 (Relation Composition) For any two relations \( \oplus \) and \( \odot \), we write \( a \oplus b \odot c \) as a shorthand for \( (a \oplus b) \land (b \odot c) \).

2.7 \( \Rightarrow \equiv \times \equiv \) Parallel Reduction

In order to prove the two key lemmas presented in this section, we will need to reason by induction on the “complexity” of parallel reduction. Thus, we will use the following definition of parallel reduction with an associated complexity measure. Where complexity is not relevant, we will simply omit it to avoid unnecessary clutter.
### 2.8 \( \cd E \rightarrow \cd E \) Parallel Reduction with Complexity

<table>
<thead>
<tr>
<th>( \theta \mapsto () )</th>
<th>( x \mapsto x )</th>
<th>( \lambda x. e_1 \mapsto \lambda x. e_2 )</th>
<th>( e_1 \mapsto e_2 )</th>
<th>( e_1 \rightarrow e_3 )</th>
<th>( e_2 \rightarrow e_4 )</th>
<th>( \lambda x. e_1 \rightarrow e_2 )</th>
<th>( \lambda x. e_1 \rightarrow e_2 )</th>
<th>( M + N \rightarrow e_3 )</th>
<th>( e_4 \rightarrow e_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_1 \rightarrow e_2 )</td>
<td>( e_1 \rightarrow e_2 )</td>
<td>( e_2 \rightarrow e_3 )</td>
<td>( e_3 \rightarrow e_4 )</td>
<td>( e_4 \rightarrow e_5 )</td>
<td>( e_5 \rightarrow e_6 )</td>
<td>( e_6 \rightarrow e_7 )</td>
<td>( e_7 \rightarrow e_8 )</td>
<td>( e_8 \rightarrow e_9 )</td>
<td>( e_9 \rightarrow e_{10} )</td>
</tr>
</tbody>
</table>

\[
\begin{align*}
\text{(True)} & \quad (\#z \Rightarrow \#z) \\
\text{(False)} & \quad (\#z = \#z) \\
\text{isOVa}r e & \quad \text{True}()
\end{align*}
\]

where \( \#(x, e) \) is the number of free occurrences of the variable \( x \) in the term \( e \).

### 2.9 \( \vdash \cd E \rightarrow \cd E \) Complete Development

**Definition 8**

\[
\begin{align*}
!x & \equiv x \\
!(\lambda x. e) & \equiv \lambda x. !e \\
!(e_1 \rightarrow e_2) & \equiv !e_1 \rightarrow !e_2 \quad \text{if} \quad e_1 \rightarrow e_2 \neq \{ \lambda x. e_3 \upsilon_4 \} \quad \{ \lambda \varepsilon F \cup \{ f \ x_1. e_f \} \} (k \ v) \\
!(\lambda x. e) \upsilon & \equiv !e_1 [x_1 := \upsilon] \\
!(e_1, e_2) & \equiv (\lambda x. e_3) \upsilon \\
!(\pi_n. e) & \equiv \pi_n. !e \quad \text{if} \quad e \neq \upsilon_1, \upsilon_2 \\
!([\upsilon_1 (v_1, v_2)] \upsilon_3) & \equiv !v_1 \\
!(\upsilon_2 (v_1, v_2)) & \equiv !v_2 \\
!([f \ e]) & \equiv !f \ e \\
!((\lambda \varepsilon F \cup \{ f \ x_1. e_f \} \upsilon_1) \upsilon_2) & \equiv !e_2 [x_1 := \upsilon] \\
!#z & \equiv #z \\
!(#z \Rightarrow e) & \equiv #z \Rightarrow !e \\
!(\lambda (#z \Rightarrow e) \upsilon_3) & \equiv \lambda [x_1 := \upsilon] \\
!e_1 & \equiv !e_1 \equiv #z \Rightarrow #z \\
!(#z = #z) & \equiv #z \Rightarrow #z \\
!(isOVa) & \equiv \text{isOVa} \Rightarrow \text{if} \neq #z \\
!(#z_1 = #z_2) & \equiv \text{False}() \quad \text{if} \ #z_1 \neq #z_2 \\
!(isOVa) & \equiv \text{isOVa} \Rightarrow \text{if} \neq #z \\
!(#z) & \equiv \text{True}()
\end{align*}
\]
2.10 \( \text{Big-Step Semantics} \)

**Definition 9**

\[
\begin{align*}
\{ \} & \leadsto \{ \} \\
\lambda x.e & \leadsto \lambda x.e \\
e_1 \leadsto e_1 & \quad e_2 \leadsto e_3 & \quad e_3 \leadsto e_4 & \quad e_4 \leadsto e_5 \\
\{e_1, e_2\} & \leadsto \{e_3, e_4\} \\
\pi_1 e & \leadsto e_3 & \quad \pi_2 e & \leadsto e_4 & \quad \pi_k e_l & \leadsto \pi_k e_l \\
\lambda \in \mathbb{E} \cdot f_x f_j e_f & \leadsto \lambda \in \mathbb{E} \cdot f_x f_j e_f \\
\# z & \leadsto \# z \\
\# z \Rightarrow e_1 & \leadsto \# z \Rightarrow e_2 \\
\lambda (\# z \Rightarrow x) e & \leadsto \lambda (\# z \Rightarrow x) e \\
e_1 \# e_2 & \leadsto \text{True()} & \quad e_1 \# e_2 & \leadsto \text{False()} \\
\text{isOVar } e & \leadsto \text{True()} & \quad e \leadsto \# z & \quad v \neq \# z & \leadsto \text{False()}
\end{align*}
\]

**Remark 10** Note that the use of \( b \) in the definition of the semantics of the application of a case over object-binders is an expensive runtime check. However, we expect that it should be possible to eliminate the need for this check by an appropriate type system that restricts "analysable" terms to base values.

2.11 \( \text{Left Reduction} \)

The notion of left reduction is intended to capture precisely the reductions performed by the big-step semantics, in a small-step manner. Note that the simplicity of the definition depends on the fact that the partial function being defined is not defined on values. That is, we expect that there is no \( e \) such that \( v \leadsto e \).

Lemma 22 says that the set of workables characterises exactly the set of terms that can be advanced by left reduction.

**Definition 11**

\[
\begin{align*}
\lambda x.e \left[ \text{v} \right. & \left. \mapsto v \right] \\
\pi_1 (v_1, v_2) & \mapsto v_1 \\
\pi_2 (v_1, v_2) & \mapsto v_2 \\
\lambda \in \mathbb{E} \cdot (f x f_j e_f) (k v) & \mapsto e_k [x_k := v] \\
f e & \mapsto f e' \\
\pi_n e & \mapsto \pi_n e' \\
\pi_1 (v_1, v_2) & \mapsto v_1 \\
\pi_2 (v_1, v_2) & \mapsto v_2 \\
\lambda \in \mathbb{E} \cdot (f x f_j e_f) (k v) & \mapsto e_k [x_k := v] \\
\text{isOVar } e & \mapsto \text{isOVar } e' \\
\text{isOVar } e & \mapsto \text{isOVar } e' \\
\text{isOVar } \# z & \mapsto \text{isOVar } \# z' & \mapsto \text{isOVar } v & \mapsto \text{False()}
\end{align*}
\]

3 Basic Properties

3.1 Substitution

**Lemma 12 (Basic Properties of Substitution)** \( \forall e, e_1, e_2 \in \mathbb{E} \).
1. \( x \neq y \land x \notin \text{FV}(e_2) \implies \)

\[ e[x := e_1][y := e_2] = e[y := e_2][x := e_1] \]

2. \( \#x \neq \#y \land \#x \notin \text{FV}(e_2) \implies \)

\[ e[\#x := e_1][\#y := e_2] = e[\#y := e_2][\#x := e_1] \]

**Proof (Lemma 12).** The proof easily follows by structural induction on the expression \( e \).

### 3.2 Parallel Reduction

**Lemma 13 (Compatibility of Parallel Reduction)** \( \forall C \in C, \forall e_1, e_2 \in \mathbb{E} \)

\[ e_1 \gg e_2 \implies C[e_1] \gg C[e_2] \]

**Proof (Lemma 13).** Proof is by structural induction on the context \( C \).

1. \( [[e_1]] \gg [[e_2]] \)
2. \( \langle 1. \rangle \times \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{(\lambda x.C)[e_1] \gg (\lambda x.C)[e_2]} \]

3. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{C[e_1] \gg C[e_2]} \]

4. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{C[e_1] \gg C[e_2]} \]

5. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{C[e_1] \gg C[e_2]} \]

6. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{C[e_1] \gg C[e_2]} \]

7. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{(\pi_1 C)[e_1] \gg (\pi_1 C)[e_2]} \]

8. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{(\pi_2 C)[e_1] \gg (\pi_2 C)[e_2]} \]

9. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{C[e_1] \gg C[e_2]} \]

10. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{C[e_1] \gg C[e_2]} \]

11. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{C[e_1] \gg C[e_2]} \]

12. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{C[e_1] \gg C[e_2]} \]

13. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{C[e_1] \gg C[e_2]} \]

14. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{C[e_1] \gg C[e_2]} \]

15. \( \langle 1. \rangle \gg \triangleleft \times.

\[ \frac{C[e_1] \gg C[e_2]}{(\text{isOV} C)[e_1] \gg (\text{isOV} C)[e_2]} \]

\[ \Box \text{[e.p.]} \]

**Lemma 14 (Parallel Reduction Properties)** \( \forall e_1 \in \mathbb{E} \).

1. \( \forall b \in \mathbb{E}, e \in \mathbb{E}, b \gg e \implies e \equiv b \)
2. \( \forall e \in \mathbb{E}, e \gg e \).

\[ \Box \text{[e.p.]} \]
3. \( \forall \rho. \forall e_1, e_2 \in \mathbb{E}. e_1 \rightarrow_{\rho} e_2 \implies e_1 \gg e_2 \)
4. \( \forall e_1 \in \mathbb{E}. e_1 \rightarrow e_2 \implies e_1 \gg e_2 \)
5. \( \forall e_2 \in \mathbb{E}. e_1 \gg e_2 \implies e_1 \rightarrow_{\ast} e_2 \)
6. \( \forall e_3 \in \mathbb{E}, e_4 \in \mathbb{E}. e_3 \gg e_4 \implies e_1[y := e_3] \gg e_3[y := e_4] \)

**Remark 15** Note that from 1 it follows that
1. \( b \rightarrow e \implies e \equiv b \)
2. \( b \equiv b \)
3. \( b \rightarrow_{\ast} e \implies e \equiv b \)

**Proof (Lemma 14).**

Part 1 is by a simple induction over the derivation of \( b \in \mathbb{B} \). Part 2 is by a simple structural induction on \( e \). Part 3 is by a case analysis over \( \rho \).

1. \( \beta_1 \)

\[
(\lambda x.e) \ v \rightarrow_{\beta_1} e[x := v] \quad \text{and} \quad \frac{e \gg e \quad v \gg v}{(\lambda x.e) \ v \gg e[x := v]} \text{ by 14.2}\]

2. \( \pi_1 \)

\[
\pi_1 (v_1, v_2) \rightarrow_{\pi_1} v_1 \quad \text{and} \quad \frac{v_1 \gg v_1}{\pi_1 (v_1, v_2) \gg v_1} \text{ by } 14.2\]

3. \( \pi_2 \)

\[
\pi_2 (v_1, v_2) \rightarrow_{\pi_1} v_2 \quad \text{and} \quad \frac{v_2 \gg v_2}{\pi_1 (v_1, v_2) \gg v_2} \text{ by } 14.2\]

4. \( \beta_2 \)

\[
(\lambda (\#z \Rightarrow x). e) (\#z \Rightarrow b) \rightarrow_{\beta_2} e[x := \lambda x. b[\#z := x]] \quad \text{and} \quad \frac{e \gg e}{(\lambda (\#z \Rightarrow x). e) (\#z \Rightarrow b) \gg e[x := \lambda x. b[\#z := x]]} \text{ by 14.2}\]

5. \( \beta_3 \)

\[
(\lambda^{i \in \mathbb{K}} u. f_i x_i). e_i) (f_k v) \rightarrow_{\beta_3} e_k[x_k := e] \quad \text{and} \quad \frac{e_n \gg e_n \quad v \gg v}{(\lambda^{i \in \mathbb{K}} u. f_i x_i). e_i) (f_k v) \gg e_n[x_k := v]} \text{ by 14.2}\]

6. \( \# \)

\[
\#z = \#z \rightarrow_{\#} \text{True}() \quad \text{and} \quad \#z = \#z \gg \text{True}()
\]

\[
\#z \neq \#z' \rightarrow_{\#} \text{False}() \quad \text{and} \quad \#z = \#z' \gg \text{False}() \text{ by } 14.2
\]

7. \( \delta_{\text{isOVar}} \)

\[
isOVar \#z \rightarrow_{\#} \text{True}() \text{ and } isOVar \#z \gg \text{True}
\]

8. \( \delta_{\text{isOVar}} \)

\[
isOVar v \rightarrow_{\#} \text{False}() \text{ where } v \neq \#z \text{, and } isOVar v \gg \text{False}()
\]

**Proof (Property 4 of Lemma 14).** If we look at the definition of \( \rightarrow \), we notice that if \( e_1 \rightarrow e_2 \), then there must exist some context \( C \), so that \( e_1 \equiv C[e'] \), \( e_2 \equiv C[e''] \), and \( e' \rightarrow_{\rightarrow} e'' \).

Thus, to show that \( e_1 \rightarrow e_2 \gg e_1 \gg e_2 \), it is enough to prove that for any context \( C \in \mathbb{C} \), \( C[e'] \rightarrow C[e''] \gg C[e'] \gg C[e''] \). This, however, follows directly from Lemma 13 (Compatibility of Parallel Reduction).
Proof (Property 5 of Lemma 1). \( \forall e_1 \in E. \forall e_2 \in E. e_1 \gg e_2 \Rightarrow e_1 \rightarrow^* e_2 \) By induction on the height of the derivation \( e_1 \gg e_2 \).

1. \( A \land (B \rightarrow C) \)
2. \( x \gg x \) and \( x \rightarrow^0 x \).
3. \( e \gg e' \) \( \Rightarrow \) \( \frac{\lambda x.e \gg \lambda x.e'}{\lambda x.e \rightarrow^* \lambda x.e'} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)
4. \( e \gg e' \) \( \Rightarrow \) \( \frac{e_1 \gg e'_1 \quad e_2 \gg e'_2}{e_1 \rightarrow^* e'_1 \quad e_2 \rightarrow^* e'_2} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)
5. \( v \gg v' \) \( \Rightarrow \) \( \frac{v \rightarrow^* v'}{v \rightarrow^* v'} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)

6. \( b \gg b' \) \( \Rightarrow \) \( \frac{(\lambda(\# z \Rightarrow x).e)(\# z \Rightarrow b) \mid (\lambda(\# z \Rightarrow x).e)(\# z \Rightarrow b') \rightarrow^* \beta_1 e'[x := v']}{(\lambda(\# z \Rightarrow x).e)(\# z \Rightarrow b) \rightarrow^* (\lambda(\# z \Rightarrow x).e)(\# z \Rightarrow b') \rightarrow^* \beta_1 e'[x := v']} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)

7. \( \frac{e \gg e'}{e_k \gg e'_k} \) \( \Rightarrow \) \( \frac{(\lambda x E \cup \{k\} f x.f e_f)(k v) \gg e_k'[x := v']}{(\lambda x E \cup \{k\} f x.f e_f)(k v) \rightarrow^* (\lambda x E \cup \{k\} f x.f e_f)(k v') \rightarrow^* \beta_2 e_k'[x := v']} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)

8. \( (e_1, e_2) \gg (e'_1, e'_2) \) \( \Rightarrow \) \( \frac{(e_1, e_2) \rightarrow^* (e'_1, e'_2)}{(e_1, e_2) \rightarrow^* (e'_1, e'_2)} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)

9. \( \frac{e \gg e'}{e \gg e'} \) \( \Rightarrow \) \( \frac{e \rightarrow^* e'}{e \rightarrow^* e'} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)

10. \( \frac{\pi_1 (e_1) \gg \pi_1 (e_1)'}{(e_1) \rightarrow^* (e_1)'} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)

11. \( \frac{\pi_2 (v_1, v_2) \gg v_1'}{(v_1, v_2) \rightarrow^* v_1'} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)

12. \( \frac{v_2 \gg v_2'}{(v_2, v_2) \rightarrow^* v_2'} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)

13. \( \frac{e \gg e'}{f \gg f} \) \( \Rightarrow \) \( \frac{e \rightarrow^* e'}{e \rightarrow^* e'} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)

14. \( \frac{\lambda E f (x.f) e_f \gg \lambda E f (x.f) e_f'}{\lambda E f (x.f) e_f \rightarrow^* \lambda E f (x.f) e_f} \) \( \text{comp.} \rightarrow^* \) \( \downarrow \)

15. \( \# z \gg \# z \) and, \( \# z \rightarrow^0 \# z \)
Remark (Substitution with Complexity)

Proof (Property 6 of Lemma 14). The property is stated as follows:

$$\forall e_1, e_2, e_3, e_4 \in E. e_1 \gg e_3, e_2 \gg e_4 \implies e_1[y := e_2] \gg e_3[y := e_4]$$

The substitution property for parallel reduction without complexity follows directly from the substitution property for parallel reduction with complexity (Lemma 18 on page 14).

Remark 16 From Lemma 14, parts 4 and 5 above we can see that that \(\gg^* = \rightarrow^*\).

Proof (Remark 16). By induction on the derivations of \(\rightarrow^*\) and \(\gg^*\), and has two parts.

\[ e_1 \rightarrow^* e_2 \implies e_1 \gg^* e_2 \]

\[ e_1 \rightarrow^* u \quad \rightarrow^* e_2 \quad \gg^* e_1 \quad \gg^* e_2 \quad \downarrow \]

\[ e_1 \gg^* e_2 \implies e_1 \rightarrow^* e_2 \]

Assuming that \(e_1 \gg^* e_2\), it must be the case, by definition of \(\gg^*\), that there exists some \(u_1\), such that \(e_1 \gg u_1\) and \(u_1 \rightarrow^* e_2\). By previous property 14.5, then \(e_1 \rightarrow^* u_1\). But for that to be true, there must exist some \(u'\) such that \(e_1 \rightarrow u'\) and \(u' \rightarrow^* u_1\).

To show that \(e_1 \rightarrow^* e_2\), there must exist some \(u\), such that \(e_1 \rightarrow u\) and \(u \rightarrow^* e_2\). Let \(u'\) be this \(u\). Now, we know that \(e_1 \rightarrow^* e_2\). Since \(u_1 \gg^* e_2\), then \(u_1 \rightarrow^* u_1\) by the induction hypothesis. Since \(u \rightarrow^* u_1\) and \(u_1 \rightarrow^* e_2\), by transitivity of \(\rightarrow^*\) we have that \(u \rightarrow^* e_2\). Therefore \(u \rightarrow^* e_2\) and we are done. \(\square\)

Remark 17 (Substitution with Complexity) We have already shown that parallel reduction without complexity is equivalent (in many steps) to normal reduction (in many steps). The same result applies to parallel reduction with complexity.
3.3 Substitution Lemma for Parallel Reduction with Complexity

Lemma 18 (Substitution for Parallel Reduction with Complexity) \( \forall e_4, e_5, e_6, e_7 \in \mathbb{E}, X, Y \in \mathbb{N}. \)

\[
e_4 \overset{X}{\Rightarrow} e_5 \land e_6 \overset{Y}{\Rightarrow} e_7 \implies (\exists Z \in \mathbb{N}. e_4[x := e_6^Z] \overset{Z}{\Rightarrow} e_6[x := e_7] \land Z \leq X + \#(x, e_6)Y).
\]

Proof (Lemma 18). Proof is by induction on the derivation \( e_4 \overset{Y}{\Rightarrow} e_5 \). Assumption: \( e_6 \overset{Y}{\Rightarrow} e_7 \).

1. \( \emptyset \) and \( \exists Z = 0.()[y := e_6] \overset{0}{\Rightarrow} (.)[y := e_7] \land Z \leq 0. \)

2. \( x \overset{0}{\Rightarrow} x \)

   (a) If \( x = y \) then \( \exists Z = Y.x[y := e_6] \overset{Z}{\Rightarrow} x[y := e_7] \land Z \leq Y \)

   (b) If \( x \neq y \) then \( \exists Z = 0. x[y := e_6] \overset{0}{\Rightarrow} x[y := e_7] \land Z \leq 0. \)

3. \( e_1 \overset{\lambda x.e_1}{\Rightarrow} e_2 \) By the induction hypothesis, \( \exists Z_1.e_1[y := e_6] \overset{Z_1}{\Rightarrow} e_3[y := e_7] \land Z_1 \leq M + \#(y, e_3) \)

   \( \lambda x.e_2[x := x][y := e_6] \overset{Z_2}{\Rightarrow} \lambda x.e_2[x := x][y := e_7] \land Z_2 \leq N + \#(y, e_4) \)

   Then, \( \exists Z = Z_1 + Z_2.(e_1 e_3)[y := e_6] \overset{Z_1+Z_2}{\Rightarrow} (e_3 e_4)[Y := e_7] \land Z \leq (M + N) + \#(y, e_3 e_4)Y \)

4. \( e_1 \overset{\lambda x.e_1}{\Rightarrow} e_2 \overset{\lambda x.e_2}{\Rightarrow} e_3 \overset{\lambda x.e_3}{\Rightarrow} e_4 \)

   By the induction hypothesis, we obtain the following:

   \( (\lambda x.e_1)[y := e_6] \overset{v_1}{\Rightarrow} e_1[v_1 := v_2][y := e_6] \overset{v_2}{\Rightarrow} e_2[v_2 := v_3][y := e_7] \)

   By property of substitution (Lemma 12) that is equivalent to: \( \exists Z \).

   \( (\lambda x.e_1)[y := e_6] \overset{v}{\Rightarrow} e_1[v := e_6][x := v'][y := e_7] \)

   By Barendregt’s assumption \( x \) is not free in any terms other than \( e_1 \) and \( e_2 \), and in particular in \( v' \). From this we can simplify the goal further, and by a series of arithmetical manipulations obtain: \( \exists Z = Z_1 + \#(x, e')Z_2 + 1. (\lambda x.e_1)[v := e_6] \overset{Z}{\Rightarrow} e_1[e_2[x := v_2][y := e_7] \land Z \leq M + \#(x, e_2)N + 1 + \#(y, e'[x := v'])Y. \)

5. \( (\lambda x.e_1)[y := e_6] \overset{v}{\Rightarrow} e_1[v := e_6][x := x'][y := e_7] \)

   By the induction hypothesis: \( (\exists Z_1.e_1[y := e_6] \overset{Z_1}{\Rightarrow} e_2[y := e_7] \land Z_1 \leq M + \#(y, e_2)Y. \)

   The goal is: \( \exists Z. (((\lambda x.e_1)[y := e_6] \overset{Z}{\Rightarrow} e_2[x := \lambda x'.b[\# z := x'][y := e_7] \land Z \leq M + \#(y, e_2)Y. \)) \)

   Since \( FV(b) = \emptyset \), this can be simplified to:\n
   \( (((\lambda x.e_1)[y := e_6] \overset{Z}{\Rightarrow} e_2[x := \lambda x'.b[\# z := x'][y := e_7] \land Z \leq M + \#(y, e_2)Y. \)) \)

   Then further, by “permutation” of substitution:

   \( (((\lambda x.e_1)[y := e_6] \overset{Z}{\Rightarrow} e_2[x := \lambda x'.b[\# z := x'][y := e_7] \land Z \leq M + \#(y, e_2)Y. \)) \)

Now the goal follows easily when \( Z = Z_1 + 1. \)
By the induction hypothesis we have

\((\lambda^{P \cup \{y\}} f \, x_f, e_f) \,(f_k \, v_1) \, v_1 \, N \, v_2 \Rightarrow e_k \, e_k' \, v_1 \, N \, v_2 \)

(a) \(\exists Z_1, e_6[y = e_6] \Rightarrow e_6'[y = e_7] \land Z_1 \leq M + \#(y, e_6')Y\)

(b) \(\exists Z_2, v_1[y = e_6] \Rightarrow v_1'[y = e_7] \land Z_1 \leq N + \#(y, v_1')Y\)

Using Barendregt’s assumption and the definition of substitution, the goal can be restated as follows: \(\exists Z\).

\afterprint
\((\lambda^{P \cup \{y\}} f \, x_f, e_f) \,(f_k \, v_1) \, v_1 \, N \, v_2 \Rightarrow e_k'[x = v_2] \)[y = e_7] \land Z \leq (M + \#(x, e_k')N + 1) + \#(y, e_k'[x = v_2])Y\)

By property of substitution (Lemma 12), we obtain \(\exists Z\).

\afterprint
\((\lambda^{P \cup \{y\}} f \, x_f, e_f) \,(f_k \, v_1) \, v_1 \, N \, v_2 \Rightarrow e_k'[y = e_7] \land Z \leq (M + \#(x, e_k')N + 1) + \#(y, e_k'[x = v_2])Y\)

By the induction hypothesis, properties of substitution and arithmetic the above goal follows when \(Z = Z_1 + \#(x, e_k')Z_2 + 1\).

By the induction hypothesis, we obtain

\afterprint
\((\lambda^{P \cup \{y\}} f \, x_f, e_f) \,(f_k \, v_1) \, v_1 \, N \, v_2 \Rightarrow e_k'[y = e_7] \land Z \leq (M + N) + \#(y, (e_3, e_4))Y\)

Then, it follows \(\exists Z = Z_1 + Z_2 \cdot (e_1, e_2)[y = e_7] \Rightarrow (e_3 e_4)[y = e_7] \land Z \leq (M + N) + \#(y, (e_3, e_4))Y\).

By the induction hypothesis, we obtain

\afterprint
\(\exists Z_1 \cdot e_1[y = e_6] \Rightarrow e_2[y = e_7] \land Z_1 \leq M + \#(y, e_2)Y\).

Then, \(\exists Z = Z_1 \cdot (\pi_1 \, e_1)[y = e_6] \Rightarrow (\pi_2 \, e_2)[y = e_7] \land Z \leq M + \#(y, e_2)Y\).

By the induction hypothesis we obtain

\afterprint
\(\exists Z_1 \cdot e_1[y = e_6] \Rightarrow e_2[y = e_7] \land Z_1 \leq M + \#(y, e_2)Y\).

Then, \(\exists Z = Z_1 \cdot (\pi_1 \, e_1)[y = e_6] \Rightarrow (\pi_2 \, e_2)[y = e_7] \land Z \leq M + \#(y, e_2)Y\).

\afterprint
\(\exists Z_1 \cdot e_1[y = e_6] \Rightarrow e_2[y = e_7] \land Z_1 \leq M + \#(y, e_2)Y\).

Then, \(\exists Z = Z_1 + 1 \cdot (\pi_1 \, e_1)[y = e_6] \Rightarrow (\pi_1 \, e_1)[y = e_7] \land Z \leq N + 1 + \#(y, e_1)Y\).

By the induction hypothesis we obtain

\afterprint
\(\exists Z_1 \cdot e_1[y = e_6] \Rightarrow e_2[y = e_7] \land Z_1 \leq M + \#(y, e_2)Y\).

Then, \(\exists Z = Z_1 + 1 \cdot (\pi_1 \, e_1)[y = e_6] \Rightarrow (\pi_1 \, e_1)[y = e_7] \land Z \leq N + 1 + \#(y, e_1)Y\).

By the induction hypothesis we obtain

\afterprint
\(\exists Z_1 \cdot e_1[y = e_6] \Rightarrow e_2[y = e_7] \land Z_1 \leq M + \#(y, e_2)Y\).

Then, \(\exists Z = Z_1 \cdot (f \, e_1)[y = e_6] \Rightarrow (f \, e_2)[y = e_7] \land Z \leq M + \#(y, e_2)Y\).

\afterprint
\(\lambda^{e_f} f \, x_f, e_f \Rightarrow e_f \)

By the induction hypothesis \(\exists Z_1 \cdot e_1[y = e_6] \Rightarrow e_2[y = e_7] \land Z_1 \leq M + \#(y, e_2)Y\).

Then, \(\exists Z = Z_1 \cdot (f \, e_1)[y = e_6] \Rightarrow (f \, e_2)[y = e_7] \land Z \leq M + \#(y, e_2)Y\).

\afterprint
By the induction hypothesis $\forall f \in F$.

$$\exists Z, e_f[y := e_0] \Rightarrow Z' \Rightarrow e_f'[y := e_0] Z' \Rightarrow Z_1 \\ Z \leq N_f + \#(y, e_f')Y$$

Then $\exists Z = \sum_{f \in F} Z, f' \cdot e_f[y := e_0] \Rightarrow e_f'[y := e_0] Z' \Rightarrow Z \leq \sum Z_f$. Then, $\exists Z = 0. \#(y) \Rightarrow \#z \Rightarrow \#z \Rightarrow Z \leq 0 + 0 \cdot Y$.

By the induction hypothesis, $\exists Z, e_1[y := e_0] \Rightarrow e_2[y := e_0] M + \#(y, e_2)Y$. Then, $\exists Z = Z_1 - \#(y) \Rightarrow \#z \Rightarrow e_1[y := e_0] \Rightarrow e_2[y := e_0] Z \leq M + \#(y, \#z \Rightarrow e_2)$.

By the induction hypothesis, we obtain $\exists Z, e_1[y := e_0] \Rightarrow e_2[y := e_0] Z \leq N + \#(y, e_2)$.

Then $\exists Z = Z_1 - \#(y) \Rightarrow \#z \Rightarrow e_1[y := e_0] \Rightarrow e_2[y := e_0] Z \leq N + \#(y, \#z \Rightarrow e_2)Y$.

By the induction hypothesis, we obtain $\exists Z, e_1[y := e_0] \Rightarrow e_2[y := e_0] Z \leq M + \#(y, e_2)Y$.

By the induction hypothesis, we obtain $\exists Z, e_1[y := e_0] \Rightarrow e_2[y := e_0] Z_{1,2} \leq (M + N) + \#(y, e_2)Y$.

By the induction hypothesis, we obtain $\exists Z, e_1[y := e_0] \Rightarrow e_2[y := e_0] Z_{1,2} \leq X + \#(y, e_2)Y$.

Then $\exists Z = Z_1 + Z_2 - \#(y) \Rightarrow \#z \Rightarrow e_1[y := e_0] \Rightarrow e_2[y := e_0] Z \leq (M + N) + \#(y, e_2)Y$.

By the induction hypothesis, we obtain $\exists Z, e_1[y := e_0] \Rightarrow e_2[y := e_0] Z_{1,2} \leq X + \#(y, e_2)Y$.

By the induction hypothesis, we obtain $\exists Z, e_1[y := e_0] \Rightarrow e_2[y := e_0] Z_{1,2} \leq X + \#(y, e_2)Y$.

By the induction hypothesis, we obtain $\exists Z, e_1[y := e_0] \Rightarrow e_2[y := e_0] Z_{1,2} \leq X + \#(y, e_2)Y$.

Then, $\exists Z = 1. (\#z \Rightarrow \#z) \Rightarrow \#z \Rightarrow e_1[y := e_0] \Rightarrow e_2[y := e_0] Z \leq 1 + \#(y, \text{False}())$.

Then, $\exists Z = 1. (\#z \Rightarrow \#z) \Rightarrow \#z \Rightarrow e_1[y := e_0] \Rightarrow e_2[y := e_0] Z \leq 1 + \#(y, \text{False}())$.

Then, $\exists Z = 1. (\#z \Rightarrow \#z) \Rightarrow \#z \Rightarrow e_1[y := e_0] \Rightarrow e_2[y := e_0] Z \leq 1 + \#(y, \text{False}())$.

3.4 Big-Step Semantics

Lemma 19 (Basic Property of Big-Step Semantics) If $e \leftrightarrow e'$ then $e' \in \forall$.

Proof. Proof is straightforward by induction over the height of the derivation. \(\square\) [e.p.]

3.5 Classes

Lemma 20 (Basic Properties of Classes)

1. \(\forall, \forall, \forall \subseteq \exists\)
2. \(\forall, \forall, \forall \text{ partition } \exists\)
Proof. Proof is by structural induction on \( e \), and then by pattern matching on \( e \). The following table summarizes this rather tedious proof:

<table>
<thead>
<tr>
<th>( e \in E )</th>
<th>( e \in V )</th>
<th>( e \in W )</th>
<th>( e \in S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( [\ ] )</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>( x )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>( \lambda x. e )</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>( (\lambda x. e) v )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>( (M # z \Rightarrow x), e )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>( (\lambda z x.f x).e )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>( f )</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>( f )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>( f s )</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Exhaustive/Nonoverlapping: Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( (\forall \lnot x) v )</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>( v )</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>( \forall )</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>( (v_1, v_2) )</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>( w )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>( (v_1, w) )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>( (s, e) )</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>( (v_1, s) )</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Exhaustive/Nonoverlapping: Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \pi_1 (v_1, v_2) )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>( \pi_2 (v_1, v_2) )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>( \pi_3 s )</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Exhaustive/Nonoverlapping: Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \pi_1 (v_1, v_2) )</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>( \forall \lnot x )</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>( (v_1, v_2) )</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>( \forall )</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\( \square [e.p.] \)

### 3.6 Parallel Reduction and Classes

There is a sense in which parallel reduction should respect the classes. The following lemma explicates these properties.

**Lemma 21 (Parallel Reduction and Classes)**

1. \( \forall e \in E, v \in V. v \Rightarrow^M e \iff e \in V \)
2. \( \forall e \in E, s \in S. s \Rightarrow^M e \iff e \in S \)
3. \( \forall e \in E, w \in W. e \Rightarrow^M w \iff e \in W \).

**Proof (Lemma 21.1).** By structural induction on \( v \in V \).

1. \( (\ ) \in V \) and \( (\ ) \Rightarrow \) \( ( ) \in V \)
2. \( \frac{e \Rightarrow e'}{\lambda x.e \Rightarrow \lambda x.e'} \) and \( \lambda x.e' \in V \).
\[\frac{v \triangleright e \quad \frac{\text{I}}{e \in \mathbb{V}}}{v \triangleright (\lambda f. f, e) \quad \frac{\text{I}}{v' \in \mathbb{V} \setminus \{\#z \Rightarrow b\}}}{\lambda f. f, e} \triangleright v' \quad \frac{\text{I}}{v' \in \mathbb{V} \setminus \{\#z \Rightarrow b\}}\]

Proof (Lemma 21.2).

\[\forall e \in E, s \in S. s \triangleright e \Rightarrow e \in S\]

By structural induction on \(s \in S\).

1. \(x \in S\) and \(x \triangleright x\) and \(x \in S\).
   \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

2. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

3. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

4. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

5. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

6. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

7. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

8. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

9. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

10. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

11. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]

12. \[\frac{\epsilon_1 \triangleright \epsilon_2 \quad \frac{\text{I}}{\epsilon_3 \in \mathbb{S}}}{s_1 \triangleright s_2 \quad \frac{\text{I}}{s_3 \in \mathbb{S}}} \quad \frac{\text{I}}{s_4 \in \mathbb{S}}\]
Proof (Lemma 21.3).

∀e ∈ E, w ∈ W. e ↘ M w =⇒ e ∈ W.

Property 3 follows directly from the previous two properties. □

3.7 Left Reduction

Lemma 22 (Left Reduction and Classes)

1. ∀w ∈ W. (∃e' ∈ E. w ↟ e')
2. ∀e ∈ E. (∃e' ∈ E. e ↟ e') =⇒ e ∈ W
3. ∀v ∈ V. ~ (∃e' ∈ E. v ↟ e')
4. ∀s ∈ S. ~ (∃e' ∈ E. s ↟ e').

Proof (Lemma 22). We only need to prove the first two, and the second two follow. The first one is by straightforward induction on the judgement e ∈ W. The second is also by straightforward induction on the derivation e ↟ e'.

∀w ∈ W. (∃e' ∈ E. w ↟ e')

By structural induction on w.

1. (λx.e) w ↟ e[x := v] and e[x := v] ∈ E
2. (λ(#z ⇒ b).e) (#z ⇒ b) ↟ e[x := λx'.b[#z := x']] and e[x := λx'.b[#z := x']] ∈ E
3. w ∈ E w ↟ u' e ∈ E
4. w w' ∈ E u' w' ∈ E u' ∈ E e↓
5. w w' ∈ E u' w' ∈ E u' ∈ E e↓
6. w w' ∈ E u' w' ∈ E u' ∈ E e↓
Part 2 is proven by induction on the height of derivations of $e \mapsto e'$, and by case analysis on $e \mapsto e'$.

$$\forall e \in \mathbb{E}. (\exists e' \in \mathbb{E}. e \mapsto e') \implies e \in \mathbb{W}$$
Remark 23 (Left Reduction Determinism) From the above it easily follows that for any expression $e \in \mathbb{E}$, if $e \rightarrow e'$, then there is only one derivation by which $e \rightarrow e'$.

4 General Part of Confluence

The Church-Rosser theorem [1] for $\rightarrow$ follows from Takahashi's property [9] (Theorem 27). The statement of Takahashi's property uses the notion of a complete development.

4.1 Parallel Reduction is Diamond

Lemma 24 (Parallel Reduction is Diamond) \( \forall e_1, e, e_2 \in \mathbb{E} \).

\[
e_1 \ll e \gg e_2 \Rightarrow (\exists e' \in \mathbb{E} \ e_1 \gg e' \ll e_2).
\]

4.2 Takahashi's Property

Proof. Take $e' =!e$ and use Takahashi's property(Theorem 27).

4.3 Main Confluence Result

Theorem 25 (Main Confluence Result).

\[\forall e_1, e, e_2 \in \mathbb{E}. \ e_1 \leftarrow^* e \rightarrow^* e_2 \Rightarrow \exists e' \in \mathbb{E}. \ e_1 \leftarrow^* e' \ll^* e_2\]

Proof (Theorem 25). Follows directly from Lemma 24.

5 Special Part of Confluence

Remark 26 By a simple induction on $e$, we can see that $e \gg !e$.

5.1 Takahashi's Property

Theorem 27 (Takahashi's Property) \( \forall e_1, e_2 \in \mathbb{E} \).

\[e_1 \gg e_2 \Rightarrow e_2 \gg !e_1.\]
Proof (Takahashi’s property for \(\gg\)).

\[\forall e_1, e_2 \in \mathcal{E}, e_1 \gg e_2 \implies e_2 \gg! e_2\]

By induction on the height of the derivation \(e_1 \gg e_2\).

1. \((\cdot \gg \cdot)\) and \((\cdot \gg! \cdot)\).
2. For \(x \gg x\) and \(x \gg! x\)

\[\frac{e \gg e'}{\lambda x. e \gg \lambda x. e'}{\mu} \quad \frac{e' \gg! e}{e \gg! e} {\checkmark}\]

3. \(\gg\) \quad \(\frac{v \gg v'}{\lambda x. e \gg v'[x = v']} {\mu}\)

4. \(\gg\) \quad \(\frac{e \gg e'}{(\lambda x. e) \gg e'[x = v]} {\mu}\)

5. \(\gg\) \quad \(\frac{e \gg e'}{e'[x = \lambda x'. b[\#z = x']]} {\mu}\)

6. \(\gg\) \quad \(\frac{v \gg v'}{(\lambda \in F \cup \{k\} \ f \ x f. e_f) \ (k \ v) \gg e'_k[x = v]} {\mu}\)

7. \(\gg\) \quad \(\frac{e_2 \gg e'_2 \quad e_1 \gg e'_1}{e_1, e_2 \gg (e'_1, e'_2)} {\mu}\)

8. \(\gg\) \quad \(\frac{e_2 \gg e'_2 \quad e_1 \gg e'_1}{(e_1, e_2) \gg (e'_1, e'_2)} {\mu}\)

9. \(\gg\) \quad \(\frac{e \gg e'}{\pi_1 e \gg \pi_1 e'} {\mu}\)

10. \(\gg\) \quad \(\frac{e \gg e'}{e \gg! e} {\checkmark}\)

11. \(\gg\) \quad \(\frac{v_1 \gg v'_1 \quad e_2 \gg e'_2}{v_1 \gg! e_2} {\checkmark}\)

12. \(\gg\) \quad \(\frac{v_1 \gg v'_1 \quad e_2 \gg e'_2}{v_2 \gg! e_2} {\checkmark}\)

13. \(\gg\) \quad \(\frac{f \gg f \ gg}{f \gg! f} {\checkmark}\)

14. \(\gg\) \quad \(\frac{e_f \gg e'_f}{f \gg! f} {\checkmark}\)

15. \(\gg\) \quad \(\frac{\lambda e \gg \lambda e}{\lambda f \gg f} {\checkmark}\)

16. \(\gg\) \quad \(\frac{e \gg e'}{\# z \gg \# z' \gg e'\gg!\# z} {\checkmark}\)

17. \(\gg\) \quad \(\frac{e \gg e'}{\# z \gg \# z' \gg e'\gg!\# z} {\checkmark}\)

18. \(\gg\) \quad \(\frac{e_1 = e_2 \quad e_1' = e_2'}{e_1' \gg! e_1 \quad e_2' \gg! e_2} {\checkmark}\)

19. \(\gg\) \quad \(\frac{\# z = \# z' \gg \text{True}() \gg! \text{True}() \gg! \text{True}()} {\checkmark}\)

20. \(\gg\) \quad \(\frac{\# z = \# z' \gg \text{False}() \gg! \text{False}() \gg! \text{False}()} {\checkmark}\)
6 General Part of Computational Adequacy of Reduction Semantics

6.1 Main Soundness Theorem

Definition 28 (Observational Equivalence)

\[ e_1 \sim e_2 \equiv \forall C \in \mathbb{C}. C[e_1]\Downarrow \Leftrightarrow C[e_2]\Downarrow \]

Definition 29 (Termination)

[48x140]Let us consider S1. By definition of termination, it says:
[48x260]This goal can be broken down into two parts:

S1

\[ \forall e_1, e_2 \in \mathbb{E}. e_1 \rightarrow e_2 \Rightarrow (e_1 \Downarrow \Leftrightarrow e_2 \Downarrow) , \]

and

S2

\[ \forall e_1, e_2 \in \mathbb{E}. e_1 \rightarrow e_2 \Rightarrow (e_2 \Downarrow \Leftrightarrow e_1 \Downarrow) . \]

Let us consider S1. By definition of termination, it says:

\[ \forall e_1, e_2 \in \mathbb{E}. e_1 \rightarrow e_2 \Rightarrow ((\exists v \in \forall. e_1 \leftrightarrow v) \Rightarrow (\exists v \in \forall. e_2 \leftrightarrow v)) . \]

We will show that big-step evaluation is included in reduction (Lemma 34). Thus, to prove S2 it is enough to prove:

\[ \forall e_1, e_2 \in \mathbb{E}. e_1 \rightarrow e_2 \Rightarrow ((\exists v \in \forall. e_1 \rightarrow^* v) \Rightarrow (\exists v \in \forall. e_2 \rightarrow v)) . \]
Confluence (Theorem 25) tell us that any two reduction paths are joinable, so we can weaken our goal as follows:

\[ \forall e_1, e_2 \in E. e_1 \rightarrow \rightarrow e_2 \Rightarrow ((\exists v_3 \in V. e_1 \rightarrow \rightarrow e_3 \land e_1 \rightarrow \rightarrow e_3) \Rightarrow (\exists v \in V. e_2 \leftrightarrow v)) \]

We will show (Lemmas 21 and Remark 16) that any reduction that starts from a value can only lead to a value (at the same level). Thus we can weaken further:

\[ \forall e_1, e_2 \in E. e_1 \rightarrow e_2 \Rightarrow ((\exists v_3 \in V. e_1 \rightarrow \rightarrow v_3 \land e_1 \rightarrow \rightarrow v_3) \Rightarrow (\exists v \in V. e_2 \leftrightarrow v)) \]

In other words, we already know that \(e_2\) reduces to a value, and the question is really whether it evaluates to a value. Formally:

\[ \forall e_1, e_2 \in E. e_1 \rightarrow e_2 \Rightarrow ((\exists v_3 \in V. e_2 \rightarrow \rightarrow v_3) \Rightarrow (\exists v \in V. e_2 \leftrightarrow v)). \]

In fact, the original assumption is no longer necessary, and we will prove:

**T1**

\[ \forall e_2 \in E. (\exists v_3 \in V. e_2 \rightarrow \rightarrow v_3) \Rightarrow (\exists v \in V. e_2 \leftrightarrow v)). \]

Now consider S2. By definition of termination, it says:

\[ \forall e_1, e_2 \in E. e_1 \rightarrow e_2 \Rightarrow ((\exists v \in V. e_2 \leftrightarrow v) \Rightarrow (\exists v \in V. e_1 \leftrightarrow v)). \]

again, by the inclusion of evaluation in reduction, we can weaken:

\[ \forall e_1, e_2 \in E. e_1 \rightarrow e_2 \Rightarrow ((\exists v \in V. e_2 \rightarrow \rightarrow v) \Rightarrow (\exists v \in V. e_1 \leftrightarrow v)). \]

Given the first assumption in this statement we can also say:

\[ \forall e_1, e_2 \in E. e_1 \rightarrow e_2 \Rightarrow ((\exists v \in V. e_1 \rightarrow \rightarrow v) \Rightarrow (\exists v \in V. e_1 \leftrightarrow v)). \]

and we no longer need the assumption as it is sufficient to show:

**T2**

\[ \forall e_1 \in E. ((\exists v \in V. e_1 \rightarrow \rightarrow v) \Rightarrow (\exists v \in V. e_1 \leftrightarrow v)). \]

But note that T1 and T2 are identical goals. They state:

**T**

\[ \forall e \in E. ((\exists v \in V. e \rightarrow \rightarrow v) \Rightarrow (\exists v \in V. e \leftrightarrow v)). \]

This statement is a direct consequence of Lemma 31. \(\square\)

It is easy to show that \(e \leftrightarrow v \Rightarrow e \rightarrow \rightarrow v\), as it follows directly from Lemma 34.

### 6.2 Reduction is in Evaluation

**Lemma 31 (Reduction is in Evaluation)** \(\forall e \in E, v_1 \in V.\)

\[ e \rightarrow \rightarrow v_1 \Rightarrow (\exists v_3 \in V. e \leftrightarrow v_3 \rightarrow \rightarrow v_1). \]

**Proof.** We arrive at this result by an adaptation of Plotkin’s proof for a similar result for the CBV and CBN lambda calculi [3]. The main steps in the development are:

1. We strengthen our goal to become:

\[ e \rightarrow \rightarrow v_1 \Rightarrow (\exists v_3 \in V. e \leftrightarrow v_3 \rightarrow \rightarrow v_1). \]
2. We define a left reduction function \( \mapsto \) (Section 2.11) such that (Lemma 36): \( \forall e \in E, v \in V \).
\[
e \mapsto^* v \iff e \mapsto v
\]
and \( \forall e_1, e_2 \in E, e_1 \mapsto e_2 \implies e_1 \mapsto e_2 \) (Lemma 35). Thus, big-step evaluation (or simply evaluation) is exactly a chain of left reductions that ends in a value.

3. Our goal is restated as:
\[
e \mapsto^* v_1 \implies (\exists v_3 \in V. e \mapsto^* v_3 \mapsto^* v_1).
\]

4. For technical reasons, the proofs are simpler if we use a parallel reduction relation \( \bowtie \) (Section 2.8) similar to the one introduced in the last section. Our goal is once again restated as:
\[
e \bowtie^* v_1 \implies (\exists v_3 \in V. e \mapsto^* v_3 \bowtie^* v_1).
\]

5. The left reduction function induces a very fine classification \((V, \forall, \mathbb{S})\) on terms. In particular, any term \( e \in E \) must be exactly one of the following three (Lemma 20):

(a) a value \( e \in V \),
(b) a workable \( e \in \forall \), or
(c) a stuck \( e \in \mathbb{S} \),

where membership in each of these three sets is defined inductively over the structure of the term. We write \( v, w \) and \( s \) to refer to a member of one of the three sets above, respectively. Left reduction at level \( n \) is a total function exactly on the members of the set \( W^n \) (Lemma 22). Thus, left reduction is strictly undefined on non-workables, that is, it is undefined on values and on stuck terms. Furthermore, if the result of any parallel reduction is a value, the source must have been either a value or a workable (Lemma 21). We will refer to this property of parallel reduction as **monotonicity**.

6. Using the above classification, we break our goal into two cases, depending on whether the starting point is a value or a workable:

G1 \( \forall w_1, v \in V \).

\[
v \bowtie^* v_1 \implies (\exists v_3 \in V. v = v_3 \bowtie^* v_1),
\]

G2 \( \forall w \in W, v \in V \).

\[
w \bowtie^* v_1 \implies (\exists v_3 \in V. w \mapsto^+ v_3 \bowtie^* v_1).
\]

It is obvious that G1 is true. Thus, G2 becomes the current goal.

7. By the monotonicity of parallel reduction, it is clear that all the intermediate terms in the reduction chain \( w \bowtie^* v_1 \) are either workables or values. Furthermore, workables and values do not interleave, and there is exactly one transition from workables to values in the chain. Thus, this chain can be visualised as follows:

\[
w_1 \bowtie w_2 \bowtie ... w_{k-1} \bowtie w_k \bowtie v \bowtie^* v_1.
\]

We prove that the transition \( w_k \bowtie v \) can be replaced by an evaluation (Lemma 37):

R1 \( \forall w \in W, v \in V \).

\[
w \bowtie v \implies (\exists v_3 \in V. w \mapsto^+ v_3 \bowtie^* v_1).
\]

With this lemma, we know that we can replace the chain above by one where the evaluation involved in going from the last workable to the first value is explicit:

\[
w_1 \bowtie w_2 \bowtie ... w_{k-1} \bowtie w_k \mapsto^+ v_2 \bowtie^* v_1.
\]

What is left is then to "push back" this information about the last workable in the chain to the very first workable in the chain. This is achieved by a straightforward iteration (by induction over the number of \( k \) of workables in the chain) of a result that we prove (Lemma 32):

R2 \( \forall w_1, w_2 \in W, v_1 \in V \).

\[
w_1 \bowtie w_2 \mapsto^+ v_1 \implies (\exists v_3 \in V. w_1 \mapsto^+ v_2 \bowtie^* v_1).
\]
With this result, we are able to move the predicate \( \mathord{\rightsquigarrow^+} v_3 \gg v \) all the way back to the first workable in the chain. This step can be visualised as follows. With one application of R2 we have the chain:

\[
\begin{align*}
    w_1 & \gg w_2 \gg \ldots w_{k-1} \mathord{\rightsquigarrow^+} v_3 \gg v_1,
\end{align*}
\]

and with \( k - 2 \) applications of R2 we have:

\[
\begin{align*}
    w_1 & \mathord{\rightsquigarrow^+} v_{k+1} \gg v_1,
\end{align*}
\]

thus completing the proof.

\[\square\]

6.3 Push Back

**Lemma 32 (Push Back)** \( \forall X \in \mathbb{N}, w_1, w_2 \in W, v_2 \in V. \)

\[
\begin{align*}
    w_1 & \gg w_2 \mathord{\rightsquigarrow^+} v_1 \implies (\exists v_2 \in V. w_1 \mathord{\rightsquigarrow^+} v_2 \gg v_1).
\end{align*}
\]

**Proof.** The assumption corresponds to a chain of reductions:

\[
\begin{align*}
    w_1 & \gg w_2 \mathord{\rightsquigarrow} w_3 \mathord{\rightsquigarrow} \ldots w_{k-1} \mathord{\rightsquigarrow} w_k \mathord{\rightsquigarrow} v_1.
\end{align*}
\]

Applying Permutation to \( w_1 \gg w_2 \mathord{\rightsquigarrow} w_3 \) gives us \((\exists e_2, e_3 \in E. w_1 \mathord{\rightsquigarrow^+} e_2 \gg w_3)\). By the monotonicity of parallel reduction, we know that only a workable can reduce to a workable, that is, \((\exists w_2 \in W^n. w_1 \mathord{\rightsquigarrow^+} w_2 \gg w_3)\). Now we have the chain:

\[
\begin{align*}
    w_1 & \mathord{\rightsquigarrow^+} w_2 \gg w_3 \mathord{\rightsquigarrow} \ldots w_{k-1} \mathord{\rightsquigarrow} w_k \mathord{\rightsquigarrow} v_1.
\end{align*}
\]

Repeating this step \( k - 2 \) times we have:

\[
\begin{align*}
    w_1 & \mathord{\rightsquigarrow^+} w_2 \mathord{\rightsquigarrow^+} w_3 \mathord{\rightsquigarrow^+} \ldots w_{k-1} \gg w_k \mathord{\rightsquigarrow} v_1.
\end{align*}
\]

Applying Permutation to \( w_{k-1} \gg w_k \mathord{\rightsquigarrow} v_1 \) give us \((\exists e_{k-1} \in E. w_{k-1} \mathord{\rightsquigarrow^+} e_{k-1} \gg v_1)\). By the monotonicity of parallel reduction, we know that \( e_{k-1} \) can only be a value or a workable. If it is a value then we have the chain:

\[
\begin{align*}
    w_1 & \mathord{\rightsquigarrow^+} w_2 \mathord{\rightsquigarrow^+} w_3 \mathord{\rightsquigarrow^+} \ldots w_{k-1} \mathord{\rightsquigarrow^+} v_{k-1} \gg v_1
\end{align*}
\]

and we are done. If it is a workable, then applying Transition to \( w_{k-1} \gg v_1 \) gives us \((\exists v_2 \in V. w_{k-1} \mathord{\rightsquigarrow^+} v_2 \gg v_1)\). This means that we now have the chain:

\[
\begin{align*}
    w_1 & \mathord{\rightsquigarrow^+} w_2 \mathord{\rightsquigarrow^+} w_3 \mathord{\rightsquigarrow^+} \ldots w_{k-1} \mathord{\rightsquigarrow^+} w_{k-1} \mathord{\rightsquigarrow^+} v_{k-1} \gg v_1
\end{align*}
\]

and we are done. 

\[\square\]

7 Special Part of Computational Adequacy of Reduction Semantics

**Remark 33 (Non-termination and the Finiteness of Trees)** The reader should be reminded here that all the structures that we ever construct in this development are finite trees. Thus, non-terminating computations are not modelled by infinite derivations, but rather, by the absence of a “conclusive” derivation. In particular, a big-step derivation is simply absent for a “non-terminating” computation, and thus, the big-step semantics identifies stuck and non-terminating computations. Similarly, a small-step derivation is always defined on a non-terminating computation, but every finite sequence of small-step can be extended by another step. Thus, no finite sequence of small-steps leads to a value (or a stuck for that matter). Note, however, that the small-step semantics allows us to distinguish between a stuck (which cannot be advanced by small-step reduction) and a workable (which can be advanced an arbitrarily large number of times by small-step reduction).
7.1 Evaluation is in Reduction

Lemma 34 (Evaluation is in Reduction) \( \forall e \in \mathbb{E}, v \in \mathbb{V}. \)

\[
\epsilon \leftrightarrow v \implies \epsilon \rightarrow^* v.
\]

Proof. By a straightforward induction on the height of the judgement \( \epsilon \leftrightarrow v. \)

1. ( \( \epsilon \leftrightarrow \epsilon \) and \( \epsilon \rightarrow^* \epsilon \).
2. \( \lambda x.e \leftrightarrow \lambda x.e \) and \( \lambda x.e \rightarrow^* \lambda x.e \)
3. \( \# z \leftrightarrow \# z \), obviously \( \# z \rightarrow^* \# z \)
4. \( \lambda (\# z \Rightarrow x).e \leftrightarrow \lambda (\# z \Rightarrow x).e \) and \( \lambda (\# z \Rightarrow x).e \rightarrow^* \lambda (\# z \Rightarrow x).e \)
5. \( \lambda e^L f x_i.\epsilon_i \leftrightarrow \lambda e^L f x_i.\epsilon_i \) and \( \lambda e^L f x_i.\epsilon_i \rightarrow^* \lambda e^L f x_i.\epsilon_i \)

\[
e_1 \leftarrow \lambda x.e
\]
\[
e_2 \leftarrow \# z \Rightarrow b_3
\]
\[
\vdash e[x := \lambda x'.(b_3[\# z := x'])] \leftrightarrow e_4
\]

\[
e_1 \rightarrow^* \lambda (\# z \Rightarrow x).e
\]
\[
e_2 \rightarrow^* \# z \Rightarrow b_3
\]
\[
e[x := \lambda x'.(b_3[\# z := x'])] \rightarrow^* e_4
\]

\[
e_1 \rightarrow^* (\lambda (\# z \Rightarrow x).e) \quad e_2 \rightarrow^* (\lambda (\# z \Rightarrow x).e) \quad \# z \Rightarrow b_3 \quad e[x := \lambda x'.b_3[\# z := x']] \rightarrow^* e_4
\]

\[
e_1 \leftarrow \lambda e^L u(k) f_i x_i.\epsilon_i
\]
\[
e_2 \leftarrow f_k e_4 \quad k \leq n
\]
\[
e_k[x := e_4] \leftarrow e_5
\]

\[
e_1 \rightarrow^* (\lambda e^L u(k) f_i x_i.\epsilon_i) \quad e_2 \rightarrow^* (\lambda e^L u(k) f_i x_i.\epsilon_i) \quad (\# z \Rightarrow b_3) \quad e[x := \lambda e^L u(k)[\# z := x']] \rightarrow^* e_4
\]

\[
e_1 \leftarrow (v_1, v_2)
\]
\[
e_2 \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
\pi_1 e \leftarrow (v_1, v_2)
\]
\[
\pi_2 e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
\pi_1 e \leftarrow (v_1, v_2)
\]
\[
\pi_2 e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
\pi_1 e \leftarrow (v_1, v_2)
\]
\[
\pi_2 e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
\pi_1 e \leftarrow (v_1, v_2)
\]
\[
\pi_2 e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
\pi_1 e \leftarrow (v_1, v_2)
\]
\[
\pi_2 e \leftarrow (v_1, v_2)
\]

\[
e \leftarrow (v_1, v_2)
\]
\[
e \leftarrow (v_1, v_2)
\]
What is harder to show is the “converse”, that is, that \( \epsilon \rightarrow \ast \ \nu \Rightarrow (\exists \nu' \in V.t \leftrightarrow \nu') \). It is a consequence of the stronger result of Lemma 31.

In the rest of this section, we present the definitions and lemmas mentioned above.

7.2 Left Reduction is in Reduction

Lemma 35 (Left Reduction is in Reduction) \( \forall \epsilon_1, \epsilon_2 \in \mathbb{E} \).

\[ \epsilon_1 \rightarrow \epsilon_2 \Rightarrow \epsilon_1 \rightarrow \epsilon_2. \]

Proof (Lemma 35). Proof is straightforward, by induction on the height of the first judgement.

1. If \( (\lambda x. \epsilon) \ \nu \rightarrow \epsilon[x := \nu] \), and \( (\lambda x. \epsilon) \ \nu \rightarrow \beta_1 \epsilon[x := \nu] \).
2. \[ \epsilon_1 \rightarrow \epsilon_1' \ \rightarrow \epsilon_1' \epsilon_2 \rightarrow \epsilon_1 \epsilon_2 \quad \text{comp.} \rightarrow \↓ \]
3. \[ \epsilon_1 \epsilon_2 \rightarrow \epsilon_1' \epsilon_2 \rightarrow \epsilon_1 \epsilon_2' \quad \text{comp.} \rightarrow \↓ \]
4. \[ \epsilon \rightarrow \epsilon' \quad \epsilon \rightarrow \epsilon' \quad \text{comp.} \rightarrow \↓ \]
5. \[ \epsilon_1 \rightarrow \epsilon_1' \epsilon_2 \rightarrow \epsilon_1' \epsilon_2 \quad \text{comp.} \rightarrow \↓ \]
6. \[ \epsilon_1 \epsilon_2 \rightarrow \epsilon_1' \epsilon_2 \rightarrow \epsilon_1' \epsilon_2 \quad \text{comp.} \rightarrow \↓ \]
7. \[ \pi_1 (\nu_1, \epsilon_2) \rightarrow \nu_1, \text{ and } \pi_1 (\nu_1, \epsilon_2) \rightarrow \nu_1 \]
8. \[ \pi_2 (\nu_1, \nu_2) \rightarrow \nu_2, \text{ and } \pi_2 (\nu_1, \nu_2) \rightarrow \nu_1 \]
9. \[ (\lambda x \epsilon \nu_k) \ f_k x \epsilon_1 \rightarrow \nu_k x_k \epsilon_1 \epsilon \rightarrow \beta_k \epsilon \epsilon_k[x_k := \nu_k] \]
10. \[ (\lambda \# z \Rightarrow x. \epsilon) (\# z' \Rightarrow b) \rightarrow \epsilon[x := \lambda x'. b[\# z' := x']] \], and \( (\lambda \# z \Rightarrow x. \epsilon) (\# z' \Rightarrow b) \rightarrow \beta_2 \epsilon \epsilon_k[x_k := \nu_k] \]
11. \[ \epsilon \rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \quad \epsilon \rightarrow \epsilon' \rightarrow \epsilon' \quad \text{comp.} \rightarrow \↓ \]
12. \[ \# z \Rightarrow \epsilon \rightarrow \# z \Rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \quad \text{comp.} \rightarrow \↓ \]
13. \[ \# z \Rightarrow \epsilon \rightarrow \# z \Rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \quad \text{comp.} \rightarrow \↓ \]
14. \[ \# z \Rightarrow \epsilon \rightarrow \# z \Rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \quad \text{comp.} \rightarrow \↓ \]
15. \[ \# z \Rightarrow \epsilon \rightarrow \# z \Rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \quad \text{comp.} \rightarrow \↓ \]
16. \[ \# z \Rightarrow \epsilon \rightarrow \# z \Rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \quad \text{comp.} \rightarrow \↓ \]
17. \[ \text{isOVar} \# z \Rightarrow \epsilon \rightarrow \# z \Rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \quad \text{comp.} \rightarrow \↓ \]
18. \[ \text{isOVar} \# z \Rightarrow \epsilon \rightarrow \# z \Rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \quad \text{comp.} \rightarrow \↓ \]
19. \[ \text{isOVar} \# z \Rightarrow \epsilon \rightarrow \# z \Rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \rightarrow \epsilon' \quad \text{comp.} \rightarrow \↓ \]
7.3 Left Reduction is Evaluation

Lemma 36 (Left Reduction and Big-step Semantics) \( \forall e \in E, v \in V \):

\[ e \xrightarrow{\ast} v \iff e \xrightarrow{\ast} v. \]

Proof. The forward direction: \( \forall e \in E, v \in V, e \xrightarrow{\ast} v \Rightarrow e \xrightarrow{\ast} v \)

By induction on the length \( k \) of derivation \( e \xrightarrow{\ast} \), and then by induction on the size of \( e \). It proceeds by case analysis on \( e \).

- \( k = 0 \)
  1. For all values \( v, v \xrightarrow{\ast} v \), since \( \xrightarrow{\ast} \) is reflexive. For all other expressions \( e \xrightarrow{\ast} e \), \( e \) is not a value, and the property holds by contradiction.
- \( k = n + 1 \)
  1. \( e_1 e_2 \xrightarrow{i} (\lambda x.e) \xrightarrow{j} (\lambda x.e) v' \xrightarrow{1} e[x := v'] \xrightarrow{\ast} v \) where \( i + j + k = n \). Then, by induction hypothesis

\[
  \begin{align*}
  e_1 &\equiv (\lambda x.e) \\
  e_2 &\equiv v' \\
  e[x := v'] &\xrightarrow{\ast} v \\
  e_1 e_2 &\xrightarrow{\ast} v
  \end{align*}
\]

2. \( e_1 e_2 \xrightarrow{i} (\lambda (# \Rightarrow x).e) \xrightarrow{j} (\lambda (# \Rightarrow x).e) (# z \Rightarrow b') \xrightarrow{1} e[x := \lambda x. b'[# z := x']] \xrightarrow{\ast} v \) where \( i + j + k = n \). Then, by induction hypothesis

\[
  \begin{align*}
  e_1 &\equiv \lambda (# \Rightarrow x).e \\
  e_2 &\equiv # z \Rightarrow b' \\
  e[x := \lambda x. b'[# z := x']] &\xrightarrow{\ast} v \\
  e_1 e_2 &\xrightarrow{\ast} v
  \end{align*}
\]

3. \( e_1 e_2 \xrightarrow{i} (\lambda e^{u[++]} f \bar{f} x_1. e_1) \xrightarrow{j} (\lambda e^{u[++]} f \bar{f} x_1. e_1) (f \bar{f} x' v') \xrightarrow{1} e[x := v'] \xrightarrow{\ast} v \) where \( i + j + k = n \). Then, by induction hypothesis

\[
  \begin{align*}
  e_1 &\equiv (\lambda e^{u[++]} f \bar{f} x_1. e_1) \\
  e_2 &\equiv f \bar{f} x' v' \\
  e[x := v'] &\xrightarrow{\ast} v \\
  e_1 e_2 &\xrightarrow{\ast} v
  \end{align*}
\]

4. \( (e_1, e_2) \xrightarrow{i} (v_1, e_2) \xrightarrow{j} (v_1, v_2) \), where \( i + j = n + 1 \). Then, by the induction hypothesis

\[
  \begin{align*}
  e_1 &\equiv v_1 \\
  e_2 &\equiv v_2 \\
  (e_1, e_2) &\xrightarrow{\ast} (v_1, v_2)
  \end{align*}
\]

5. \( \pi_1 e \xrightarrow{\pi_1} \pi_1 (v_1, v_2) \xrightarrow{1} v_1 \). For each step in the \( n \) first reductions, clearly the same rule of the left reduction applies, namely \( \pi_1 e \xrightarrow{\pi_1} \pi_1 e' \). Thus it easily follows that \( e \xrightarrow{\pi_1} (v_1, v_2) \). Applying the induction hypothesis to this result, we obtain \( e \xrightarrow{\pi_1} (v_1, v_2) \).

6. \( \pi_2 e \xrightarrow{\pi_1} \pi_2 (v_1, v_2) \xrightarrow{1} v_2 \). For each step in the \( n \) first reductions, clearly the same rule of the left reduction applies, namely \( \pi_2 e \xrightarrow{\pi_2} \pi_2 e' \). Thus it easily follows that \( e \xrightarrow{\pi_1} (v_1, v_2) \). Applying the induction hypothesis to this result, we obtain \( e \xrightarrow{\pi_1} (v_1, v_2) \).

7. \( \frac{e_1 \xrightarrow{\pi_1} v_1}{\text{if } e_1 \xrightarrow{\pi_1} v_1} \frac{e_1 \equiv v}{\text{if } e_1 \equiv v} \)

8. \( \begin{align*}
  e_1 &\equiv \pi_1 v_1 \\
  &\equiv \pi_1 v_1 \\
  \# z &\equiv e_1 \equiv \# z \equiv v
  \end{align*} \)

\[
  \begin{align*}
  \frac{e_1 \equiv \pi_1 v_1}{\# z \Rightarrow e_1 \equiv \# z \Rightarrow v}
  \end{align*}
\]
9. \( e_1 = e_2 \implies^i \# z = e_2 \implies^j \# z = \# z \implies^1 \text{True} \), where \( i + j = n \). Then, by the induction hypothesis

\[
\begin{align*}
  e_1 & \implies \# z \\
  e_2 & \implies \# z \\
  e_1 = e_2 & \implies \text{True} \\
\end{align*}
\]

10. Similarly,

\[
\begin{align*}
  e_1 = e_2 & \implies^i \# z = e_2 \implies^j \# z = \# z' \implies^1 \text{False} \), where \( i + j = n \). Then, by the induction hypothesis

\[
\begin{align*}
  e_1 & \implies \# z \\
  e_2 & \implies \# z' \\
  e_1 = e_2 & \implies \text{False} \\
\end{align*}
\]

11. \( \text{isOVar} \ e \implies^i \# z \implies^1 \text{True} \), then \( e \implies^i \# z \). By the induction hypothesis \( e \implies \# z \). Then, \( \text{isOVar} \ e \implies \text{True} \).
12. \( \text{isOVar} \ e \implies^i \# z \implies^1 \text{False} \), then \( e \implies^i \# z \). By the induction hypothesis \( e \implies \# z \). Then, \( \text{isOVar} \ e \implies \text{False} \).

**The backward direction:** \( \forall e \in E. \forall v \in \forall e \iff v \implies e \implies^* v \). By induction on the height of the derivation of \( e \iff v \), and then by the size of \( e \).

1. \( \text{()} \implies \text{()} \) and \( \text{()} \implies^0 \text{()} \).
2. \( \lambda x . e \implies \lambda x . e \) and \( \lambda x . e \implies^0 \lambda x . e \).
3. \( [x = e_3] \implies e_4 \)

   \( e_1 e_2 \implies e_4 \)

By induction hypothesis:

\( e_2 \implies^j v \)

Then, \( e_1 e_2 \implies^i (\lambda x . e) e_2 \implies^j (\lambda x . e) v \implies^1 \)

\( e[x = e_3] \implies e_4 \)

4. \( \lambda \in E \cup \{k\}(f x).e.f \)

   \( e_2 \implies f.e \)

   \( e_k[x = e_4] \implies e_5 \)

By induction hypothesis:

\( e_3 \implies^j (\lambda \in E \cup \{k\}(f x).e.f) \)

\( e_k[x = e_4] \implies^i e_5 \)

Then, \( e_1 e_2 \implies^i (\lambda \in E \cup \{k\}(f x).e.f) e_2 \implies^i \)

5. \( \text{e} \implies^i \lambda \# \# \implies x . e \)

By the induction hypothesis

\( e_2 \implies^j \# z \implies b \)

\( e[x = \lambda x . (b, \# z = x^\prime)] \implies^k e_4 \)

Then, \( e_1 e_2 \implies^i (\lambda \# \# \implies x . e) e_2 \implies^j (\lambda \# \# \implies b) e_2 \implies^1 e[x = \lambda x . (b, \# z = x^\prime)] \implies^k e_4 \).

6. \( (e_1, e_2) \implies^i (e_3, e_4) \)

By the induction hypothesis

\( e_2 \implies^j e_3 \)

Then, \( (e_1, e_2) \implies^i (e_3, e_4) \)

7. \( e \implies (e_3, e_4) \)

By the induction hypothesis:

\( \pi_1 \implies^p (e_3, e_4) \)

Then, \( \pi_1 e \implies^p (e_3, e_4) \implies^1 e_3 \).

8. \( e \implies (e_3, e_4) \)

By the induction hypothesis:

\( \pi_2 \implies^p (e_3, e_4) \)

Then, \( \pi_2 e \implies^p (e_3, e_4) \implies^1 e_4 \).

9. \( e \implies^0 (e_3, e_4) \)

By the induction hypothesis:

\( f.e \implies^0 (e_3, e_4) \)

Then, \( f.e \implies^{p+1} f.e \).

10. \( \lambda e \in E f_i x_i.e_i \implies \lambda e \in E f_i x_i.e_i \)

By the induction hypothesis:

\( \# e \implies v \)

Then, \( \# e \implies^{p+1} \# e \implies v \).

11. \( \# z \implies e \implies \# z \implies v \)

12. \( \# z \implies \# z \), and \( \# z \implies^0 \# z \).
13. \( \lambda(z \Rightarrow x).e \equiv \lambda(z \Rightarrow x).e \), and \( \lambda(z \Rightarrow x).e \equiv^0 \lambda(z \Rightarrow x).e \).

14. \( \frac{e_1 \equiv \#z \quad e_2 \equiv \#z}{e_1 \equiv e_2 \iff \#z} \). By the induction hypothesis: \( e_1 \equiv^{i}_{e_2} \#z \). Then, \( e_1 \equiv^{i} \#z = e_2 \equiv^{i} \#z = \#z \equiv^1 \text{True}() \).

15. \( \frac{e_1 \equiv \#z \quad e_2 \equiv \#z'}{e_1 \equiv e_2 \iff \#z 
eq \#z'} \). By the induction hypothesis: \( e_1 \equiv^{i} \#z \). Then, \( e_1 \equiv^{i} \#z = e_2 \equiv^{i} \#z = \#z \equiv^1 \text{False}() \).

16. \( \text{Rule} \leftarrow \#z \equiv \text{OVar} e \leftarrow \text{True}() \). By the induction hypothesis: \( e \equiv^{*} \#z \). Then, \( \text{isOVar} e \equiv^{*} \text{isOVar} \#z \equiv \text{True}() \).

17. \( \frac{e \equiv v \quad v \neq \#z}{\text{isOVar} e \equiv \text{False}()} \). By the induction hypothesis: \( e \equiv^{*} v \) (and \( v \neq \#z \)). Then, \( \text{isOVar} e \equiv^{*} \text{isOVar} v \equiv \text{False}() \).

7.4 Transition Lemma

Lemma 37 (Transition) \( \forall X \in \mathbb{N}. \forall w \in W, v \in \mathbb{V}. \)

\[ w \uparrow X \Rightarrow w \Rightarrow v \iff \exists v_2 \in \mathbb{V}, Y \in \mathbb{N}. w \uparrow^+ v_2 \Rightarrow v \land Y < X. \]

Proof (Lemma 37(Transition)). Proof is by induction on the complexity \( X \), and then on the structure of \( w \).

1. For the workable \( (\lambda x.e) \) \( v \),

\[ \frac{e \equiv M \quad e' \equiv N \quad v \equiv e'}{(\lambda x.e) \equiv M + (x, e') \equiv N + 1 \quad x \equiv e'} \]

Since, \( e \equiv M \) and \( v \equiv N \), then by lemma 18, \( \exists Z. e[x \equiv v] \Rightarrow e'[x \equiv v] \land z \leq M + (x, e') \equiv N \). Now, there are two possibilities.

(a) First, if \( e[x \equiv v] \) is a workable, then since \( Z < M + (x, e') \equiv N + 1 \), the induction hypothesis applies to \( e[x \equiv v] \), and therefore: \( \exists v_2 \in \mathbb{V}, Y \in \mathbb{N}. w \uparrow^+ v_2 \Rightarrow e'[x \equiv v] \land Y < Z \). Thus, we obtain our goal as follows:

\[ (\lambda x.e) \uparrow^1 e[x \equiv v] \Rightarrow^* v_2 \equiv v \quad Y \equiv M + (x, e') \equiv N + 1 \]

(b) Otherwise, if \( e[x \equiv v] \) is a value, then \( \exists v_2 \equiv e[x \equiv v] \). \( \forall Y \equiv Z \).

\[ (\lambda x.e) \equiv^1 e[x \equiv v] \Rightarrow^* v_2 \equiv e'[x \equiv v] \land Y < M + (x, e') \equiv N + 1 \]

2. For the workable \( (\lambda(\#z \Rightarrow x).e) \) \( \#z \Rightarrow b \),

\[ \frac{e \equiv M \quad e' \equiv N}{(\lambda(\#z \Rightarrow x).e) \equiv M + (\#z \Rightarrow b) \equiv N + 1 \quad e'[x \equiv \lambda x'. b[\#z \equiv x']] \Rightarrow e'[x \equiv x']} \]

and \( \lambda x'. b[\#z \equiv x'] \equiv \lambda x'. b[\#z \equiv x'] \), by lemma 18 \( \exists Z. e[x \equiv \lambda x'. b[\#z \equiv x']] \Rightarrow e'[x \equiv \lambda x'. b[\#z \equiv x']] \land z \leq M \). Again, there are two possibilities.

(a) \( e[x \equiv \lambda x'. b[\#z \equiv x']] \) is a workable. Then, since \( Z < M + 1 \), the induction hypothesis applies and we obtain \( \exists v_1, Y \in \mathbb{V}, e[x \equiv \lambda x'. b[\#z \equiv x']] \uparrow^+ v_1 \Rightarrow e'[x \equiv \lambda x'. b[\#z \equiv x']] \land Y < Z + 1 \). Then, it easily follows

\[ (\lambda(\#z \Rightarrow x).e) \equiv^{i} e[x \equiv \lambda x'. b[\#z \equiv x']] \Rightarrow^* v_2 \equiv e'[x \equiv \lambda x'. b[\#z \equiv x']] \land Y < M + 1 \]

(b) Otherwise, \( e[x \equiv \lambda x'. b[\#z \equiv x']] \) is a value. Then, \( \exists v_2 \equiv e[x \equiv \lambda x'. b[\#z \equiv x']] \). \( \forall Y \equiv Z \).

\[ (\lambda(\#z \Rightarrow x).e) \equiv^{i} e[x \equiv \lambda x'. b[\#z \equiv x']] \Rightarrow^* e'[x \equiv \lambda x'. b[\#z \equiv x']] \land Y < M + 1 \]
3. The workable \( w \in \) can never parallel-reduce to a value in one parallel reduction step, so the property vacuously holds.

4. Similarly, the workable \( v w \) can never parallel-reduce to a value in one parallel reduction step, so the property vacuously holds.

5. For the workable \( f w \), 

\[
\begin{align*}
\frac{w \gg v}{f w \gg v}
\end{align*}
\]

By the induction hypothesis \( \exists v_1, \exists Y_1, w \rightarrow^+ v_1 \gg v \land Y_1 < X \). Then, it easily follows that \( \exists v_2 = f v_1, \exists Y = Y_1 \).

\[
\begin{align*}
f w \rightarrow^+ f v_2 \gg f v \land Y < X
\end{align*}
\]

6. For the workable \( \# z \Rightarrow w \), 

\[
\begin{align*}
\frac{w \gg v}{\# z \Rightarrow w \gg \# z \Rightarrow v}
\end{align*}
\]

Then, by the induction hypothesis, \( \exists v_1, \exists Y_1, w \rightarrow^+ v_1 \gg v \land Y_1 \leq M \).

Then, it easily follows that \( \exists v_3 = \# z \Rightarrow v_1, \exists Y = Y_1, (\# z \Rightarrow w) \rightarrow^+ v_2 \gg (\# z \Rightarrow v) \land Y < M \).

7. For the workable \( (w, e) \), 

\[
\begin{align*}
\frac{w \gg v_1}{(w, e) \gg^{M+N} (v_1, v_2)}
\end{align*}
\]

Then, by the induction hypothesis \( \exists v_3, \exists Y_1, v \rightarrow^+ v_3 \gg v_1 \land Y_1 \leq M \).

From this it easily follows: \( \exists v_4 = (v_3, e), \exists Y = Y_1 + N \).

\[
\begin{align*}
(v, e) \rightarrow^+ (v_3, e) \gg (v_1, v_2) \land Y < M + N
\end{align*}
\]

8. For the workable \( (v, w) \), 

\[
\begin{align*}
\frac{v \gg v_1}{(v, w) \gg^{M+N} (v_1, v_2)}
\end{align*}
\]

Then, by the induction hypothesis: \( \exists v_3, \exists Y_1, v \rightarrow^+ v_3 \gg v_1 \land Y < N \).

From this it easily follows: \( \exists v_4 = (v, v_3), \exists Y = v + Y_1 \).

\[
\begin{align*}
(v, w) \rightarrow^+ (v, v_3) \gg (v_1, v_2) \land Y < M + N
\end{align*}
\]

9. For the workable \( w = e \), it is easy to show that it can never be parallel-reduced in one steps to a value, so the property holds vacuously.

10. Similarly for the workable \( \# z = w \) it is easy to show that it can never be parallel-reduced in one step to a value, so the property holds vacuously.

11. For the workable \( \# z = \# z' \), \( \# z = \# z' \rightarrow^1 \text{True} \) if \( \# z = \# z' \). Then, obviously, \( \exists v_2 = \text{True}, \exists Y = 0, \# z = \# z \rightarrow^1 \text{True} \gg \text{True} \land 0 < 1 \).

12. For the workable \( \# z = \# z' \), \( \# z = \# z' \rightarrow^1 \text{False} \) if \( \# z \neq \# z' \). Then, obviously, \( \exists v_2 = \text{False}, \exists Y = 0, \# z = \# z \rightarrow^1 \text{False} \gg \text{False} \land 0 < 1 \).

13. For the workable \( \pi_1 w \), it is easy to show that they could never reduced in one step to values by a single parallel reduction step, so the property vacuously holds.

14. For the workable \( \pi_2 w \) it is easy to show that they could never reduced in one step to values by a single parallel reduction step, so the property vacuously holds.

15. For the workable \( \pi_1 (v_1, v_2) \), 

\[
\begin{align*}
\frac{v_1 \gg v_1}{\pi_1 (v_1, v_2) \gg^{M+1} v_1}
\end{align*}
\]

Then, \( \exists v_2 = v_1, \exists Y = M, \pi_1 (v_1, v_2) \rightarrow^1 v_1 \gg v_1 \land Y < M + 1 \).

16. For the workable \( \pi_2 (v_1, v_2) \), 

\[
\begin{align*}
\frac{v_2 \gg v_2}{\pi_2 (v_1, v_2) \gg^{M+1} v_2}
\end{align*}
\]

Then, \( \exists v_2 = v_2, \exists Y = M, \pi_2 (v_1, v_2) \rightarrow^1 v_2 \gg v_2 \land Y < M + 1 \).

17. For the workable \( \text{isOVar } \# z, \text{isOVar } \# z \gg \text{True} \). Then, \( \exists v_2 = \text{True}, \exists Y = 0, \text{isOVar } \# z \rightarrow^1 \text{True} \gg \text{True} \land Y < 1 \).
18. For the workable isOVar\(v\), where \(v \neq \#z\), isOVar \(v \gg \text{False}()\). Then, \(\exists v_2 = \text{False}(). \exists Y = 0.\) isOVar \(v \mapsto^+ \text{False}() \gg \text{False}() \land Y < 1\).

19. For the workable isOVar \(w\) it is easy to show that it could never be reduced to a value in a single parallel-reduction step, so the property vacuously holds.

\[\Box [e.p] \]

### 7.5 Permutation Lemma

**Lemma 38 (Permutation)** \(\forall X \in \mathbb{N}. \forall w_1, w_2 \in W, e_1 \in \mathbb{E}.\)

\[w_1 \overset{X}{\rightarrow} w_2 \mapsto e_1 \iff (\exists e_2 \in \mathbb{E}. w_1 \mapsto^+ e_2 \gg e_1).\]

**Proof (Lemma 38).** \(\forall X \in \mathbb{N}. \forall w_1, w_2 \in W, e_1 \in \mathbb{E}.\)

\[w_1 \overset{X}{\rightarrow} w_2 \mapsto e_1 \iff (\exists e_2 \in \mathbb{E}. w_1 \mapsto^+ e_2 \gg e_1).\]

Proof is by induction on the complexity \(X\) of derivation \(w_1 \overset{X}{\rightarrow} w_1\), and then my the size of \(w_1\). Proof proceeds by case analysis over derivation of \(w_1 \overset{X}{\rightarrow} w_2\).

1. For the workable \((\lambda \cdot x. e) \in v,\)

\[\frac{e \overset{M}{\rightarrow} e' \overset{N}{\rightarrow} e''}{(\lambda \cdot x. e) \in v} \overset{M+\#(x, e')|N+1}{\rightarrow} e'[x := v'] \mapsto e_1.\]

By Lemma 18, \(e[x := v] \overset{M+\#(x, e')|N}{\rightarrow} e'[x := v']\). Since \(M + \#(x, e')|N < M + \#(x, e')|N + 1\), and by monotonicity properties \(e'[x := v']\) is a workable, then the induction hypothesis can be applied to \(e[x := v]\) to obtain: \(\exists e_2. e[x := v] \mapsto^+ e_2 \gg e_1\). Then, it easily follows: \(\exists e_3 = e_2. (\lambda \cdot x. e) \in v \mapsto^+ e[x := v] \mapsto^+ e_3 \gg e_1\).

2. For the workable \((\lambda (\#z \Rightarrow x). e) (\#z \Rightarrow b)\),

\[\frac{e \overset{M}{\rightarrow} e'}{(\lambda (\#z \Rightarrow x). e) (\#z \Rightarrow b)} \overset{M+1}{\rightarrow} e'[x := \lambda x'. b[\#z := x']] \mapsto e_1.\]

By Lemma 18, \(\exists Z. e[x := \lambda x'. b[\#z := x']] \overset{Z}{\rightarrow} e'[x := \lambda x'. b[\#z := x'] \land Z \leq M\). Then, by the induction hypothesis: \(\exists e_2. e[x := \lambda x'. b[\#z := x']] \mapsto^+ e_2 \gg e_1\). Then, it immediately follows \(\exists e_3 = e_2. (\lambda (\#z \Rightarrow x). e) (\#z \Rightarrow b) \mapsto^+ e[x := \lambda x'. b[\#z := x']] \mapsto^+ e_3 \gg e_1\).

3. For the workable \(w_1 \overset{X}{\rightarrow} w_1' \mapsto e' \mapsto e_1,\)

\[\frac{w_1 \overset{M}{\rightarrow} w_1'}{w_1 \overset{M+X}{\rightarrow} w_1'} \overset{e}{\rightarrow} e'.\]

There are five possibilities, and they all must be examined.

(a) \(w_1 \overset{e}{\rightarrow} e_1 \overset{X}{\rightarrow} e_2 \mapsto e_1\) By definition of \(\overset{e}{\rightarrow}\), \(w_1 \overset{M}{\rightarrow} w_1'\), and \(w_1' \mapsto e_2\) Then, by the induction hypothesis: \(\exists e_3, w_1 \mapsto^+ e_3 \gg e_2\). Then, \(\exists e_4 = e_3 \in e_1. w_1 \mapsto^+ e_4 \gg e_2 e'\).

(b) \(w \overset{X}{\rightarrow} v \overset{e}{\rightarrow} w' \mapsto v \overset{u''}{\rightarrow} v \overset{u''}{\rightarrow} w''\) By definition of \(\overset{e}{\rightarrow}\), \(\overset{e}{\rightarrow} w'\), and by definition of \(\mapsto\), also \(w' \mapsto w''\). Then, by monotonicity of \(\mapsto\), \(e\) must be a workable, and the induction hypothesis can be applied to \(v\): \(\exists e_3. e \mapsto^+ e_3 \gg e''\). Since \(v \gg v\), then by transition lemma: \(\exists v_2. w_1 \mapsto^+ v \mapsto v_2 \gg v\). Then, \(\exists e_4 = v_2. w_2. v_2 \overset{e}{\rightarrow} v_2 \mapsto^+ v_3. v_3 \mapsto v''\).

(c) \(w \overset{X}{\rightarrow} (\lambda x. e_1) \in v \mapsto e_1[x := v]\) There are two possibilities:

i. \(e \in \mathbb{V}\). Then, applying transition to \(w\) gives: \(\exists v_2 = \lambda x. e_4. w \mapsto^+ (\lambda x. e_4) \mapsto (\lambda x. e_1)\). Then, \(\exists e_5 = (\lambda x. e_4) \in e \mapsto^+ (\lambda x. e_4) \gg \lambda x. e_1\).

ii. \(e \in \mathbb{V}\). Then, transition can be applied to both \(w\) and \(e\), to obtain \(\exists v_1 = \lambda x. e_4. w \mapsto^+ \lambda x. e_4 \gg \lambda x. e_1\) and \(\mapsto^+ v_2 \mapsto v_3 \gg v_3\). Then, \(\exists e_5 = v_1. v_2. v_3 \gg v_3 \gg e_1[x := v]\).

(d) \(w' \overset{X}{\rightarrow} (\lambda (\#z \Rightarrow x). e_1) (\#z \Rightarrow b) \mapsto e_1[x := \lambda x'. b[\#z := x']]\) Similar to previous case.

(e) \(w \overset{X}{\rightarrow} (\lambda x \in F \cup \{k\} f x_1. e_1) (k v) \mapsto e[v := v]\) Similar to previous case.

4. For the workable \(v \in w\), there are four cases:

(a) \(v w \overset{X}{\rightarrow} v' w' \mapsto v' w''\) Then, by definition of \(\overset{e}{\rightarrow}\), \(v \overset{M}{\rightarrow} v'\) and \(w \overset{N}{\rightarrow} w''\). By the induction hypothesis we have: \(\exists e_5. v \mapsto^+ e_2 \gg u''\). Then, \(\exists e_3 = v_2. v \mapsto^+ v_2 \gg v' w''\).
(b) \((\lambda x.e_1) \downarrow w^{M+N} (\lambda x.e'_1) \uparrow v \mapsto e'_1[x:=v]\) Since \(w \gg v\), we can apply transition lemma. Thus, \(\exists v_2.w \mapsto^+ v_2 \gg v\).

Now, \(\exists e_3 = (\lambda x.e_1) v_2.(\lambda x.e_1) v \mapsto^+ (\lambda x.e_1) v_2 \mapsto^+ e_1[x:=v_2]\). Then, by the substitution lemma: \(e_1[x:=v_2] \mapsto e'_1[x:=v]\), since \(e_1 \mapsto e'_1\) and \(v_2 \gg v\).
(c) \((\lambda(\# z \Rightarrow x).e_1) (\# z \Rightarrow w) \downarrow (\lambda(\# z \Rightarrow x).e'_1) (\# z \Rightarrow b) \mapsto e'_1[x:=\lambda x.b[\# z := z']]\) Similar to previous case.

(d) \((\lambda e \in F \cup \{k\} \mapsto f x_f.e_f) (k v) \mapsto (\lambda e \in F \cup \{k\} \mapsto f x_f.e_f) (k v) \mapsto e'_0\).

5. \(f w \gg f w' \mapsto f e\) Then, by the definition of \(\gg\), \(f w \gg f w' \mapsto f e\).

By the induction hypothesis, \(\exists e_1.w \mapsto^+ e_1 \gg e_2\). Then, \(\exists e_2 = f e_1.f w \mapsto^+ f e_1 \gg f e\).

6. \(\# z \Rightarrow w \gg \# z \Rightarrow w' \mapsto \# z \Rightarrow e\). Then, by definition of \(\gg\), \(w \gg w' \mapsto \# z \Rightarrow e\). By the induction hypothesis \(\exists e_1.w \mapsto^+ e_1 \gg e_2\). Then, \(\exists e_2 = \# z \Rightarrow e_1. \# z \Rightarrow w \mapsto^+ \# z \Rightarrow e_1 \gg \# z \Rightarrow e_2\).

7. For the workable \((w, e)\) there are two possibilities:

(a) \((w, e) \downarrow (w', e') \mapsto (w'', e'')\) Then, by the induction hypothesis: \(\exists e_1.w \mapsto^+ e_1 \gg w''\).

Then, \(\exists e_2 = (e_1 = e). (w, e) \mapsto^+ (e_1 = e) \gg (w'', e'')\).

(b) \((w, e) \downarrow (w', w'')\). Then, \(e\) must be a workable, and \(e \gg w' \mapsto w''\). Thus, by the induction hypothesis \(\exists e_1.e \mapsto^+ e_1 \gg w''\). Furthermore, by the transition lemma: \(\exists v_1.w \mapsto^+ v_1 \gg v\).

Then \(\exists e_2 = (v_1 = e_1). (w, e) \mapsto^+ (v_1 = e_1) \gg (v, w'').\)

8. For the workable \((v, w)\), where \((v, w) \mapsto (v', w') \Rightarrow (v', w'')\). By the induction hypothesis \(\exists e_1.w \mapsto^+ e_1 \gg w''\). Then \(\exists e_2 = (v, e_1). (v, w) \mapsto^+ (v, e_1) \gg (v', w'').\)

9. For the workable \(w = e\), there are four possibilities:

(a) \(w = e \gg w' \mapsto e' \mapsto w'' \mapsto e''\). Then \(w \gg w' \mapsto w''\). By the induction hypothesis: \(\exists e_1.w \mapsto^+ e_1 \gg w''\).

Then \(\exists e_2 = (e_1 = e). w = e \mapsto^+ e_1 = e \gg w'' = e'.\)

(b) \(w = e \gg w' \mapsto \# z = e'\). By transition lemma \(\exists v_1.w \mapsto^+ v_1 \gg \# z\). Since \(e \gg w'\), by transitivity properties of \(\gg\), \(e\) must also be a workable, and, as \(w' \mapsto e'\), the induction hypothesis applies: \(\exists e_1.e \mapsto^+ e_1 \gg e'\).

Then \(\exists e_2 = (v_1 = e_1). w = e \mapsto^+ v_1 = e \mapsto^+ v_1 = e_1 \gg \# z = e'.\)

(c) \(w = e \gg \# z = \# z \Rightarrow \text{True}()\). By transition lemma and properties of parallel reduction, \(w \mapsto^+ \# z\) and \(e \mapsto^+ \# z\).

Then \(w = e \mapsto^+ \# z = e \mapsto^+ \# z = \# z \Rightarrow \text{True}()\).

(d) \(w = e \gg \# z = \# z' \Rightarrow \text{False}()\). By transition lemma and properties of parallel reduction, \(w \mapsto^+ \# z\) and \(e \mapsto^+ \# z'\).

Then \(w = e \mapsto^+ \# z = e \mapsto^+ \# z = \# z' \Rightarrow \text{False}()\).

10. For the workable \(\# z \in w\) there are three possibilities:

(a) \(\# z \in w \mapsto \# z \in w \mapsto \# z \in w''\). By the induction hypothesis, \(\exists e_1.w \mapsto^+ e_1 \gg w''\). Then \(\exists e_2 = (\# z = e_1). \# z = w \mapsto^+ \# z = e_1 \gg \# z = w'' = e'.\)

(b) \(\# z \in w \mapsto \# z \mapsto \text{True}()\). By the transition lemma \(\exists v.w \mapsto^+ v \gg \# z\). But \(v\) must be \# z, if it parallel reduces to \# z. So, \(\exists e_2 = (\# z = \# z). \# z = w \mapsto^+ \# z = \# z \gg \text{True}()\).

(c) \(\# z \in w \mapsto \# z \mapsto \text{False}()\). By the transition lemma \(\exists v.w \mapsto^+ v \gg \# z'\). But \(v\) must be \# z', if it parallel reduces to \# z'. So, \(\exists e_2 = (\# z = \# z'). \# z = w \mapsto^+ \# z = \# z' \gg \text{False}()\).

11. For the workable \(\# z = \# z'\) there are two possibilities:

(a) \(\# z = \# z' \Rightarrow \# z = \# z' \Rightarrow \text{True}()\). Obviously \(\exists e_1 = \text{True}(). \# z = \# z' \Rightarrow \text{True}() \gg \text{True}()\).

(b) \(\# z = \# z' \Rightarrow \# z = \# z' \Rightarrow \text{False}()\). Obviously \(\exists e_1 = \text{False}(). \# z = \# z' \Rightarrow \text{False}() \gg \text{False}()\).

12. For the workable \(\pi_1.w\) there are two possibilities:

(a) \(\pi_1.w \gg \pi_1.w' \mapsto \pi_1.w''\). Then, by the induction hypothesis, \(\exists e_1.w \mapsto^+ e_1 \gg w''\). From this it easily follows \(\exists e_2 = (\pi_1.e_1.w, e_1 \pi_1 \gg \pi_1.w'')\).

(b) \(\pi_1.w \gg \pi_1(v_1, v_2) \mapsto^+ v_1\). Then, by transition lemma, \(\exists v_3.w \mapsto^+ (v_3, v_4) \gg (v_1, v_2)\). Then, \(\exists e_2 = \pi_1(v_3, v_4). w \mapsto^+ \pi_1(v_3, v_4 \gg v_1)\).

13. The case for \(\pi_2\) is symmetrical to the case above.

14. For the workable \(\pi_1(v_1, v_2) \gg \pi_2(v'_1, v'_2) \mapsto v'_2\). Then \(v_1 \gg v'_1\).

\(\exists e_2 = v_1. v_1(v_1, v_2) \mapsto^+ v_1 \gg v'_1\).

15. For the workable \(\pi_2(v_1, v_2) \gg \pi_2(v'_1, v'_2) \mapsto v'_2\). Then \(v_2 \gg v'_2\).

\(\exists e_2 = v_2. v_2(v_1, v_2) \mapsto^+ v_2 \gg v'_2\).

16. For the workable \(\text{isOVar} \# z, \text{isOVar} \# z \gg \text{isOVar} \# z \gg \text{True}()\). Then \(\exists e_2 = \text{True}(). \text{isOVar} \# z \mapsto^+ e_1 \gg \text{True}()\).
17. For the workable isOVar v, where $v \neq #z$, isOVar $v \xrightarrow{\chi} \text{isOVar } v'$ $\mapsto \text{False}()$. Then $\exists e_2 = \text{False}(). \text{isOVar } v \mapsto^+ e_2 \Rightarrow \text{False}()$.

18. For the workable isOVar w, there are three possibilities:
   (a) isOVar w $\gg$ isOVar $\#z \mapsto \text{True}()$. By definition of $\gg$, w $\gg$ $\#z$. By transition $w \mapsto^+ \#z$. Then $\exists e_2 = \text{True}. \text{isOVar } w \mapsto^+ \text{isOVar } \#z \mapsto e_2 \gg \text{True}()$.
   (b) isOVar w $\gg$ isOVar v $\mapsto \text{False}()$, where v $\neq \#z$. By definition of $\gg$, w $\gg$ v. By transition $\exists v'. w \mapsto^+ v' \gg v$. Then $\exists e_2 = \text{False}(). \text{isOVar } w \mapsto^+ \text{isOVar } v' \mapsto e_2 \gg \text{False}()$.
   (c) isOVar w $\gg$ isOVar w" $\mapsto$ isOVar w". By definitions of $\gg$ and $\mapsto$, w $\gg$ w" $\mapsto$ w". By the induction hypothesis, $\exists e. w \mapsto^+ e \gg e$. Then, $\exists e_2 = \text{isOVar } e. \text{isOVar } w \mapsto^+ \text{isOVar } e \gg \text{isOVar } w"$.

□[e.p.]
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