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ABSTRACT

COMPUTATIONAL MODEL OF HEAT TRANSFER AND MICROSTRUCTURE DEVELOPMENT IN THE ELECTROSLAG CLADDING HEAT AFFECTED ZONE OF LOW ALLOY STEELS

Mengnie Li, Ph.D
Supervising Professor: David G. Atteridge

The objective of this research work was to predict through modeling the microstructural development and resultant hardness in the heat affected zone of multipass electroslag cladding. Before this study, there were reported successes of using the Watt algorithm for such a purpose. The Watt algorithm is a combination of the austenite grain growth model developed by Ashby and Easterling and the reaction kinetics model for austenite decomposition developed by Kirkaldy and Venugopalan. The resultant hardness was then calculated using the predicted microstructure volume fractions and the rule of mixtures. Hardness of each microstructure constituent was calculated using empirically developed equations. Preliminary studies of this research involved using the Watt algorithm for the prediction of Jominy hardness of steels and weld heat affected zone hardness. It was found that the reaction kinetics model for austenite decomposition developed by Kirkaldy and Venugopalan, on which the Watt algorithm was based, gives reasonably accurate predictions for steels with low alloy element additions but underestimates hardenability of steels with medium and high alloy element additions. Modifications were performed in some fundamental aspects of the Kirkaldy-Venugopalan model as well as the Watt algorithm. The new algorithm developed in this research is
an agglomerate of models with optimal balance of theoretical and empirical inputs and is generically applicable to low alloy steels. It embraces a two-dimensional finite element model for analyzing the heat transfer induced by multipass electroslag cladding, rigorous thermodynamics models for the computation of multicomponent Fe-C-M system equilibria, a semi-empirical model for the prediction of prior austenite grain growth, and a new reaction kinetics model for austenite decomposition which is a modification of original model developed by Kirkaldy and Venugopalan. The predicted heat affected zone microstructure and hardness in the heat affected zone of multipass electroslag cladding were found in excellent agreement with the microscopic observations and hardness measurements.

The two-dimensional finite element heat transfer analysis model emphasizes complete analysis of all clad passes in actual sequence and analysis of each pass individually in a synonymous fashion with a single pass weld. This was accomplished by defining a finite element mesh for analyzing each clad pass and remapping the interpass temperature distribution from the previous clad pass onto this new mesh so that the initial temperature distribution could be defined. This methodology is a natural extension of modeling technique for analyzing single pass weld to the analysis of multipass welds. This methodology overcomes the limitations of commonly used lumping techniques in modeling multipass welds. There is no theoretical limit of the number of passes that can be analyzed with this method. The predictions given by this model are in excellent agreement with experimental temperature measurements.

Thermodynamics based models for the computation of multicomponent Fe-C-M system equilibria in low alloy steels were incorporated into the microstructure prediction algorithm for the computation of critical temperatures and phase compositions for phase transformations. They are generically applicable to low alloy steels provided the total alloy addition do not exceed 8 at%. The accuracy of these models in computing Ae₁, Ae₂ and As₁ temperatures compared favorably with experimentally measured results in the literature.

A semi-empirical approach was adopted in this algorithm to model the prior austenite grain growth in the heat affected zone. The pinning effects from carbide and
nitride precipitates are incorporated into the model by the introduction of a modified Ashby-Easterling relationship. The maximum grain size in the heat affected zone was verified by the experimental measurements. Difficulties of using empirical grain growth kinetics equation in modeling austenite grain growth in weld heat affected zones are addressed in this thesis.

The core of this algorithm is the reaction kinetics model for austenite decomposition which was developed by modifying the original Kirkaldy-Venugopalan model. The original Kirkaldy-Venugopalan model was based on modeling time-temperature transformation diagrams. The model presented in this dissertation was calibrated to continuous cooling transformation diagrams and it gives much more reliable predictions to the reaction rates of austenite decomposition under continuous cooling conditions. With the predicted microstructure volume fractions, the resultant hardness was calculated using the rule of mixtures and empirically developed equations for the hardness of microstructure constituents. The reliability of this algorithm was verified with excellent agreement between the computed CCT diagrams and Jominy hardness curves and the experimentally measured ones.
CHAPTER 1
SCOPE OF THE THESIS WORK

1.1 Introduction

Electroslag cladding (ESC) with strip electrode is a unique surfacing technique first developed in 1971 by Seidal in Germany.\(^{[11]}\) It is widely used in Europe and Japan because of its characteristics of high deposition rate and low dilution with uniform penetration.\(^{[12-6]}\) However, it is just now beginning to enter the United States market.\(^{[7]}\) The U.S. Navy is presently sponsoring an ESC technology development and transfer project at the Oregon Graduate Institute of Science & Technology (OGI) directed towards cladding nickel alloys onto carbon steel propulsion shaftings. Figure 1.1 is an illustration of electroslag cladding onto a proper shaft. Experimental studies at OGI\(^{[7-10]}\) to date have demonstrated many advantages of strip electroslag cladding over strip submerged arc cladding from both economical and metallurgical perspectives. Economically, electroslag cladding offers higher deposition rate, and thus better cost-effectiveness.\(^{[7-9]}\) Metallurgically, electroslag clads have lower dilution and lower inclusion content.\(^{[8-10]}\)

Electroslag cladding is essentially a special welding application with high heat input. During the cladding operation, the base metal adjacent to the clad deposit undergoes intensive heating and fast cooling. This zone is referred to as the heat affected zone (HAZ), which is often a critical area due to the formation of undesirable microstructure. The heat affected zone has both an intriguing metallurgical complexity and considerable commercial significance. Mechanical properties of this area are different from, and usually inferior to, those of the base metal. It is the most common region of weld failures, and failures are mostly related directly to the microstructure.
Consequently, predicting the microstructure and mechanical properties in the heat affected zone is one of the most important problems in developing and optimizing a welding process.\textsuperscript{[11-15]}

As with most welding processes, the state of art has been developed mainly by experience and extensive testing, rather than understanding the fundamental science behind it.\textsuperscript{[16]} Mathematical modeling, which presumes the capability of accurate prediction of temperatures, microstructure, stress and strain, and residual deformation, has contributed little, but is anticipated to contribute more, to the understanding and solving of welding associated problems.\textsuperscript{[16-20]} The objective of this study is to develop a numerical model that will predict the transient temperature profile, microstructure development and mechanical properties in the heat affected zone of electroslag cladding based on the known material behavior.

In the following section, a comprehensive literature review is presented on the early attempts in mathematical representation of welding operations, analytical and numerical methods for the heat transfer analysis in welds with special emphasis on finite element analysis models, and microstructure prediction models.

1.2 Literature Review on Welding Analysis

The critical first step in an accurate analysis of the microstructure formation in weld heat affected zone is to know thermal cycles induced by welding operations.\textsuperscript{[16-20]} For the given base metal and filler material, the temperature field largely determines the size and resulting microstructure of the fusion zone and heat affected zone, as well as component residual stress and distortion. The temperature field, together with the chemical composition and transformation kinetics, provides the basis for predicting the microstructure in the heat affected zone. Therefore, predictions of many topics of interest require the knowledge of the transient temperature field during electroslag cladding operations.

Thermal cycles can be measured experimentally by putting thermocouples in the expected heat affect zone before cladding. However, experimental measurement is
difficult for several reasons. First, the location of thermocouples at the required positions in the HAZ must be done by trial and error, and it is only after sectioning and polishing that the true position can be determined accurately. Second, any thermocouple has a finite heat capacity and is of different composition to the base metal. It will itself create a thermal disturbance in the region to be measured. Third, the finite size of the thermocouple means that the measured result is actually some average over a distance of perhaps 0.5~1.0 mm rather than that related to a particular point in the HAZ. Alberry et al.,(21) and Christensen et al.(22) have discussed the difficulties encountered in measuring temperature during welding, particularly in interpreting the results. On the other hand, recent developments in mathematical modeling have enabled the heat transfer in real welding situations to be analyzed or simulated accurately, perhaps more accurately and consistently than experimental measurements.

1.2.1 Historical Background

Attempts at mathematical representation of welding operations date back to the 1930's. The failure of welded bridges in Europe in the 1930's and the American Liberty ships in World War II greatly stimulated welding research all over the world. Spraragen and Claussen(23) first reviewed the literature up to 1937 on the temperature distribution during welding. Prior to this date, investigators used different materials in their studies and most of the results were reported for mild steels in the form of maximum temperature distribution curves or cooling curves. Since then, numerous papers appeared on the thermal aspects of arc welding.

In 1943, Hess and his co-workers(24) measured cooling rates in low-carbon steel plates of various thicknesses. The effects of electrode diameter and coating, AC versus DC welding current, chemical composition of the plates, and latent heat of metallurgical transformation were considered. In the same year, Doan and Stout(25) established a correspondence between Jominy end-quench tests and cooling rates, which was previously discussed by Mahla et al.(26) in 1941. Also in 1943, Paschkis(27) established cooling curves of plates in the vicinity of welds by means of an analog computer and
postulated modes of heat transfer from the electrode and arc to the plate.

To gain some quantitative appreciation of the way in which the welding variables, weld component geometry and materials physical properties affect the metallurgical transformations in welds, considerable attention was given to the unique heat transfer phenomena associated with the movement of welding heat sources. The mathematics of heat transfer in solid from moving heat sources has been treated in classical works on heat conduction,\cite{28,29} and, with the establishment of certain idealized boundary conditions, conclusions presented can be reasonably applied to the welding.

The solutions were first given by Roberts\cite{30} in 1923, who considered some cases of convection, but they are usually associated with Rosenthal\cite{31,32} for his efforts in developing and introducing the solutions into the welding literature. Boulton and Lance-Martin\cite{33} developed the moving source equation independently and simultaneously with Rosenthal in the mid-1930's. Since then, quite a few analytical models have been suggested which in one way or the other pertain to the Rosenthal solutions. So it was Rosenthal’s work which formed the essential basis for experimental and analytical studies to follow. The moving heat source theory reached its maturity with the comprehensive review by Myers et al.\cite{34} in 1967. And even today the solutions given by Rosenthal are still the most popular analytical models for calculating temperature/time profile in welds.

1.2.2 Heat Transfer Analysis

Based on the principle of energy conservation, the heat conduction in any continuum is best described by the governing partial differential equation

\[
\frac{\partial}{\partial x} (k_x \frac{\partial T}{\partial x}) + \frac{\partial}{\partial y} (k_y \frac{\partial T}{\partial y}) + \frac{\partial}{\partial z} (k_z \frac{\partial T}{\partial z}) + Q = \rho c \frac{\partial T}{\partial t} \tag{1.1}
\]

where \( Q \) is the heat source or heat sink (W/m\(^3\)), \( k_x, k_y, k_z \) are thermal conductivities in principal axes \( x, y, z \) respectively (W/m\(^\circ\)C), \( \rho \) is the density of material (kg/m\(^3\)), and \( c \) is the mass specific heat (J/kg\(^\circ\)C). Most steels can be regarded as homogenous and isotropic continuum. Characteristic values of these materials can be mathematically
represented by \( k_x = k_y = k_z = k \). If any of the thermal properties, \( k \), \( \rho \), or \( c \) is temperature dependent, Equation 1.1 is nonlinear.

On the boundary of the continuum domain \( \Omega \), either essential or natural boundary condition must be satisfied. The essential boundary condition is defined as

\[
T(x, y, z) = T_s(x, y, z)
\]

at the boundary \( S_1 \). This type of boundary condition prescribes temperature values at the boundary and is also called Dirichlet boundary condition or type I boundary condition in numerical analysis.

Natural boundary condition is defined by prescribing the heat flux, convection and radiation at the outward surface \( S_\Pi \) of the domain

\[
k_n \frac{\partial T_s}{\partial n} + q + h_c(T_s - T_A) + \sigma e(T_s^4 - T_A^4) = 0
\]

In this equation, \( k_n \) is the thermal conductivity normal to the surface (W/m\(^2\)C), \( q \) the prescribed heat flux at the boundary, \( h_c \) the film coefficient for convectional heat transfer at the boundary, \( T_s \) the surface temperature, \( T_A \) the ambient temperature, \( \sigma \) the Stefan-Boltzmann constant for radiative heat transfer, \( e \) the thermal emissivity. The third and fourth terms are convective and radiative terms respectively. This type of boundary condition is often referred to as Cauchy boundary condition or type II boundary condition in numerical analysis. If convective coefficient \( h_c \) is temperature dependent or if radiation is included, this boundary condition is nonlinear.

In addition to these boundary conditions, the initial temperature conditions must also be specified in a transient analysis for all points in the domain

\[
T(x, y, z, 0) = T_0(x, y, z)
\]

If the partial differential Equation 1.1, the boundary condition Equation 1.2 and Equation 1.3, and the initial condition Equation 1.4 are all consistent, the problem is well posed and a unique solution exists. Solutions for the heat transfer in welds may be obtained from analytical studies based on some idealized simplifications or from numerical analysis.
Analytical Heat Transfer Models

To obtain compact analytical or closed form solutions for the heat conduction equation in welding situations, it is mandatory to simplify the heat source, geometry, boundary conditions and thermal properties. Rosenthal\cite{31,32} argued that an observer moving with the electrode would see no change in temperature profile around him after the initial period of welding, a phenomenon termed as quasi-steady state of heat flow with respect to the moving arc. The coordinate system in Equation 1.1 was then transformed to the location of arc and analytical solutions were developed for moving heat source heat conduction problems. In early analytical models, following assumptions were made:

1. The material is solid at all times and at all temperature, no phase changes occur, and is isotropic and homogeneous.
2. The thermal conductivity, density, and specific heat are constant with temperature.
3. There are no heat losses at the boundaries, i.e., the work piece is insulated.
4. The work piece is infinite except in the directions specifically noted.
5. Conditions are steady with time, i.e., in the middle of a long weld, heat input, travel speeds, etc., are steady.
6. The heat source is concentrated in a zero-volume point, line or area.
7. There is no Joule (I^2R electric) heating.

Rosenthal gave the temperature T at a point lying a distance r from the weld line as a function of time t, for a given energy input q/v (q is the net heat input per unit time, and v is the welding speed). Two limiting solutions are presented here: those in an infinitely thick plate with a moving point heat source and those in a thin plate with a moving line heat source. In thick plate butt welds, heat transfer is three-dimensional and the first order solutions for temperature profile, peak temperature T_p, and cooling time...
between 800 to 500 °C the heat affected zone can be expressed by

\[ T = T_0 + \frac{q/v}{2\pi k} \exp\left(-\frac{r^2}{4at}\right) \]  
\[ (1.5) \]

\[ T_p = T_0 + \frac{2q/v}{\pi \rho c r^2} \]
\[ (1.6) \]

\[ t_{8/5} = \frac{q/v}{2\pi k} \left( \frac{1}{773 - T_0} - \frac{1}{1073 - T_0} \right) \]  
\[ (1.7) \]

where \( T_0 \) is the initial temperature of the base metal, and \( a \) is the thermal diffusivity defined by \( k/\rho c \) in \( \text{m}^2/\text{sec} \). While in thin plate through-thickness butt welds, heat transfer is essentially lateral and following first order solutions were given:

\[ T = T_0 + \frac{q/v}{d/4\pi k \rho c t} \exp\left(-\frac{r^2}{4at}\right) \]
\[ (1.8) \]

\[ T_p = T_0 + \frac{q/v}{2\sqrt{\pi ed \rho c r}} \]
\[ (1.9) \]

\[ t_{8/5} = \frac{(q/v d)^2}{4\pi k \rho c} \left[ \frac{1}{(773 - T_0)^2} - \frac{1}{(1073 - T_0)^2} \right] \]  
\[ (1.10) \]

where \( d \) is the plate thickness in meters.

Tanaka\[^{35}\] solved welding heat flow equation without neglecting surface heat transfer. Owing to surface heat transfer, Tanaka's solution is more complicated than Rosenthal's. However, surface heat transfer must be taken into account in welding heat conduction because it varies from welding process to process; it is very low in submerged arc welding due to covering flux, and is very high in electroslag and electrogas welding due to water cooling. Tanaka also proved that Rosenthal's solution can be derived from his solution. Naka and Masubuchi\[^{36,37}\] Masubuchi and Kusuda\[^{38}\] also assumed line and point heat sources for two-dimensional and three-dimensional analytical solutions. They presented the solutions for the temperature distribution of
welded plates under transient state.

All these models were developed essentially based on the same assumptions and hence provide limited accuracy as they are too idealized to be used in practice. Wells[39] used the two-dimensional line heat source solution to predict the width of the melted zone in butt-welded steel plates. No surface heat loss was assumed and attempt was made to economize the heat input based on the weld size for a consumable electrode so that a flat weld is obtained. Assumptions implied were a constant value of thermal diffusivity and neglect of latent heat. Nippes et al.[40,41] found large discrepancies between Rosenthal's equation results and experimental results for cooling rates in the weld heat affected zone. The error became significant in the vicinity of the idealized point heat source.

Adams[42] modified the equations for calculating cooling rates in mild and low alloy steel welds. The major practical use of cooling rate equations is in the calculation of preheat requirements. If the plates are thick, requiring more than 6 passes to complete the joint, the cooling rate \( V_R \) can be approximated by:

\[
V_R = \frac{2\pi k (T - T_0)^2}{q/v}
\]  

(1.11)

If the plates are thin, requiring fewer than four passes, the cooling rate \( V_R \) is then approximated by:

\[
V_R = 2\pi k \rho c \left( \frac{d}{q/v} \right)^2 (T - T_0)^3
\]  

(1.12)

These equations are widely used in industry because of their simplicity and convenience of computing thermal cycles throughout the weld metal and heat affected zone. A pocket calculator is enough for the calculation. However, the distinction between thick and thin plates is often required because these terms have no absolute meaning. In other words, these solutions represent two extreme situations. Real welds often lie between these two limits, and may have more complex geometries. Jhaveri et al.[43] experimentally investigated the effect of plate thickness on heat flow in welds. Their study showed that heat flow is governed not only by the plate thickness, but also by the weld process used and even the type of material. For this reason, they proposed
a dimensionless quantity called "the relative plate thickness," $\tau$, which is a function of material properties, plate thickness, heat input and temperature rise of a point:

$$\tau = d\sqrt{\frac{\rho c (T_c - T_0)}{q/\nu}}$$  \hspace{1cm} (1.13)

Their experimental studies show that the equations for thick plate apply when $\tau$ is greater than 0.9, and the thin plate equations when $\tau$ less than 0.6. When $\tau$ falls between 0.6 and 0.9, the upper bound of the cooling rate is given by the thick plate equation, and the lower bound by the thin plate equations. If an arbitrary division is set when $\tau$ is equal to 0.75, with larger values regarded as thick and smaller as thin, the maximum error may exceed 15% in a cooling rate calculation.

Christensen et al.\textsuperscript{[22]} presented a thermal model essentially based on Rosenthal's equation for a point source in three dimension to predict peak temperatures and cooling rates. They established average arc efficiency values for the metal arc, metal inert gas and submerged arc welding processes. They also assumed constant material properties. Grosh et al.\textsuperscript{[44,45]} neglected latent heat effect and assumed that thermal conductivity and the product of density and specific heat vary in the same manner with temperature. They solved the heat flow equation in two dimension analytically. Unfortunately this assumption of material behavior has very limited utility, especially with some aluminum alloys. Convection and radiation from the surfaces were also neglected. Kazimirov et al.\textsuperscript{[46]} took into consideration linear variation of material properties and also allowed the surface heat losses. On comparison with experimental measurements, their results indicate that including the effect of temperature dependence of thermal conductivity and specific heat results in more accurate temperature distribution than the case when constant material properties are used. However, the assumption that the thermal diffusivity ($a = k/\rho c$) remains constant at all temperatures was made which is not true for most materials.

The accuracy of the analytical solutions is often called into question due to many assumptions made in the models, particularly of the point heat source and constant thermal properties. Nevertheless, these methods have provided a foundation for the
numerical methods that can take into account the nonlinearity involved in the process and provide a practical solution. Closed-form solutions are economical and useful for parametric study to get a general idea of behavior of processes.

Of the recent work in analytical models, the most interesting appears to be the incorporation of a diffuse or finite size heat source rather point heat sources.[47-51] These models are in the form of series which have the potential to improve the accuracy by increasing the number of terms to be evaluated. However, it is very sophisticated and not easy to compute thermal cycles using this method because of the number of terms to be evaluated and integrated. Meanwhile these models are still limited due to their reliance on constant thermal properties and they don’t account for the convective and radiative heat losses. All these factors greatly complicate the heat flow equations and make the analytical solutions virtually impossible. Numerical techniques, on the other hand, can handle these situations without difficulty.

Numerical Heat Transfer Models

Numerical models in principle permit nearly any complexity to be taken into account although economic requirements set a limit in practical terms.[18] With the advancement in computer technology, most of the simplifying assumptions used in developing analytical solutions can be eliminated. Heat flow in welds can be analyzed more economically by computational weld mechanics than conducting experiments.

Finite difference, finite element, and boundary element analyses are the three strong candidates of numerical analysis. In the decade of mid-1960’s to mid-1970’s, finite element and finite difference methods were competing with each other. In 1973, Bonacina et al.[52,53] developed a finite difference model to solve non-linear heat conduction problems. They included variable material properties and phase change effects. In 1974, Comini et al.[54] included successfully nonlinear material properties and latent heat effects in their finite element model. Latent heat effect was incorporated as variation in heat capacity. Kohler et al.[55] reported a better stability of the solution for transient temperature field problems with finite element discretization of time. A
comparison in terms of accuracy, stability and computational cost of different numerical schemes for the finite element and finite difference methods in two-dimensional heat conduction problems was done by Thomas et al.\textsuperscript{[56]}

Westby\textsuperscript{[57]} was probably the first one who computed the temperature distribution in welds using finite difference method. He assumed that the weld energy was distributed throughout the molten zone with a constant power density. Pavelic et al.\textsuperscript{[58]} also used finite difference method to compute temperature histories in gas tungsten arc welding of thin plates and compared with experimental data. But they modeled the welding heat source as a flux disc with Gaussian distribution. Provision was also made for inclusion of convective and radiative losses from the heat plate to the surroundings as well as variable properties of the metal. Much better agreement was obtained between experimental measurements and numerical computations than analytical models. In 1974, Parley and Hibbert\textsuperscript{[59]} added several capabilities to Westby's finite difference model. They analyzed non-rectangular cross sections such as single and double V and U grooves in welding practice using non-uniform mesh. The welding heat source was simulated by designating one or more elements as heated elements with Gaussian distribution of heat flux. The model included temperature dependent material properties but failed to incorporate the heat loss from boundaries.

Much of the recent research in modeling and simulating arc welding processes involved finite element analysis (FEA). With FEA, the nonlinear features caused by the material properties as well as boundary conditions can be easily included in the computational models. Geometric complexity can also be easily included in the FEA solutions. Detailed aspects of heat transfer can be obtained through FEA because it can incorporate more details of the heat source, such as power density distribution, temperature dependent thermal properties, and nonlinear boundary conditions. In 1973, Hibbitt and Marcal\textsuperscript{[60]} extended their finite element analysis to a complete thermal stress analysis for gas metal arc welding. The filler metal was added in steps at the end of the time interval and an intimate contact condition was assumed so that the interface of the base metal elements and filler metal elements attain a common temperature at the end of the time interval. Temperature dependent material properties, convective and radiative
heat losses and effect of latent heat by increasing the specific heat in the mushy zone were incorporated in the finite element analysis. The heat input was idealized as a linear increase from zero to a maximum value followed by a linear decrease to zero during the interval. The temperature history obtained from this uncoupled heat transfer analysis was later used as input to the stress analysis.

Based on the model developed by Hibbitt and Marcal, Friedman developed a two-dimensional thermomechanical model using finite element method for gas tungsten arc welding in 1975. The heat input distribution was modeled more realistically by a Gaussian distribution. In his later work, the latent heat was more accurately accounted for in each time step of the analysis. In the mean time, Glickstein et al. conducted extensive experimental parametric study of the effects of welding current, arc gap, torch speed, shielding gas and electrode shape on the width, depth and area of the weld bead of the nickel alloy 600. The data were used for comparison with computational predictions and for identifying the areas in which improvements could be made. They reported the need for including the effects of surface tension, arc pressure and the electro-magnetic Lorentz force in the weld pool mechanics.

Friedman and Glickstein showed that the finite element welding thermal analysis is well suited to determine the response of the magnitude, distribution and duration of heat input in welds. Stationary gas tungsten arc welds were made on alloy 600 and good agreement between numerical prediction and thermocouple measurements of temperature histories at points outside the fusion zone and heat affected zone was obtained. Then Friedman improved his previous model by including the effect of weld puddle distortion. He examined the finite element heat conduction solution at the end of each time step and then included the effect of arc pressure and surface tension by allowing the nodes at temperatures above liquidus to move. He conducted the heat transfer analysis on deformed geometry of the weld pool. He found significant effects of weld pool distortion on weld penetration. Higher the arc pressure, earlier is the full weld penetration achieved in the gas tungsten arc welds. The model, however, was based on an axisymmetric geometry due to the stationary arc and the results are not necessarily true for a moving arc. Convective motion in the weld pool and the effect of
electromagnetic forces were not included in the model. Surface tension was considered only between liquid and atmosphere but it was ignored at the solid-liquid interface.

From a metallurgical perspective, Krutz and Segerlind\(^{66}\) developed an approach to optimize a gas tungsten arc welding process with a two-dimensional finite element model. They first computed temperature distribution as a function of location and time. Then they used the empirical correlations between cooling rate and microstructure previously developed by Inagaki\(^{67}\) to acquire optimum joint toughness and hardness. Welding parameters were then varied to obtain the desired cooling rate. The welding heat input was modeled with a Gaussian profile. Surface heat losses and latent heat effect were considered. The model, however, did not model the melting and addition of filler metal because of difficulty in element modeling.

Andersson\(^{68}\) analyzed the thermal stresses in a submerged-arc weld considering the effects of phase transformation. The material was elasto-plastic with temperature dependent properties. The heating effect of the arc was modeled as a prescribed flux. Thermal stresses were not computed above some cut-off temperature.

In 1980's, Karlsson\(^{69}\) analyzed the residual stress in welding large plates including the effects of tack welds. Argyris \textit{et al.}\(^{70,71}\) performed a visco-plastic stress analysis of a weld. They first performed an in-plane thermal analysis and then they coupled this with a cross-sectional thermal analysis and a plane strain stress analysis. Goldak \textit{et al.}\(^{72}\) published the first three-dimensional coupled temperature and stress analysis of a weld. Karlsson \textit{et al.}\(^{73}\) analyzed the stresses in a girth pipe weld also using a full three dimension transient analysis, coupling temperature and stress. Using shell elements, Lindgres and Karlsson\(^{74}\) also analyzed the residual stress in the girth weld of a pipe. In all these models, the melting and addition of filler metal were treated in a simple way which assumes that the filler metal is in place at the start of the analysis and welding heat source is applied to remelt it.

Tekriwal and Mazumder\(^{75}\) modeled the addition of filler metal in gas metal arc welding. Basically, the added metal was included in the original mesh. To add the metal the elements are turned on with a commonly used "birth and death" method in the finite element formulation. They assigned an initial temperature of 2300 °K (550 °K
above the melting point of the electrode) as the droplet temperature. Apparently, a part of the heat input from welding heat source is consumed to melt and superheat the filler metal electrode, thus it must be appropriately accounted. This method is a natural approach to simulate the physical process of welding.

Welding Heat Source Models

A significant advantage of finite element analysis is that the welding heat source can be diffuse or distributed in stead of being overly simplified as a point or a line assumed in deriving analytical solutions. This has brought the heat transfer analysis closer to the reality of welding operation. However, a problem that emerged is how to model the welding heat source. Obviously, the accuracy of the heat source model largely determines the accuracy of the computed thermal cycles. The best heat source model depends on the analysts’ point of view, knowledge and available resources. 

Early experimental measurements of stationary arcs in 1950’s suggested a Gaussian distribution of energy. Rykalin dedicated two books to welding heat sources. Pavelic et al. first incorporated distributed heat source into numerical analysis. In their approach, the heat from a welding arc is, at any given time, assumed to be deposited on the surface of weldment as a radially symmetric Gaussian distribution function. This flux disc model was followed by Friedman, Krutz and Segerlind, Andersson, and many others. Argyris et al. modified the shape of the flux disc to be ellipsoidal with Gaussian distribution. In these works, significantly better temperature distributions in the fusion and heat affected zones were achieved than those computed with Rosenthal model. This model is certainly a significant step forward in modeling the welding heat source. However, the digging effect of the arc was not well incorporated. 

A more comprehensive review of arc physics and weld molten pool behavior can be found in Lancaster’s book. In 1971, Wood and Milner attempted to delineate the fluid motion in the weld pool of arc welding by introducing the concept of liquid phase convection. They found that the welding molten pool is stirred intensively. The models
proposed by Dilawari, Eagar, and Szekely\cite{86,87} in 1978 and by Atthey\cite{88} in 1980 are a notable advance. Oreper, Eagar, and Szekely\cite{89,90} found that the convective motion in weld pool is driven by the combination of surface tension, electro-magnetic Lorentz forces and buoyancy forces. These initial efforts stimulated a great deal of interest and by the mid-1980’s numerous elegant papers dealing with weld pool convection in two and three dimensions\cite{91,101} have been presented.

Thus a rigorous analysis of all the heat transfer mechanisms would require solving the coupled equations of arc magneto-dynamics, fluid mechanics, and heat transfer. However, the method for attacking these problems hasn’t been well established yet.\cite{102} In the analysis of near weld region and far weld region, predicting the thermal cycles in the heat affected zone can be and is usually achieved without rigorous modeling of all heat transfer mechanisms taking place in the weld pool.\cite{116,77} Many analysts prefer simpler heat source models which do not explicitly incorporate complex phenomena that happened in the weld pool but are capable of modeling heat transfer outside the fusion zone as has been done in the earlier numerical solutions.\cite{16-20,57-77} The decoupling of the heat transfer equation is not only possible, but also advantageous because it dramatically reduces computing cost without sacrificing accuracy.\cite{77} The challenge for the analysts is to render it tractable. Obviously the least important phenomena must be neglected while only the essential physical phenomena remain. Thus the heat transfer equation can be decoupled from the physics of the weld pool. If the velocity is known, the fluid flow in the fusion zone can be easily coupled into the heat transfer equation by implementing a convective term. But in most cases, the velocity is not known. Many analysts have used artificially high values of thermal conductivity to compensate for the convective heat transfer in the fusion zone. This has been proven very effective. When the digging effect of the welding heat source is very strong, Goldak et al.\cite{77} suggested a distributed heat source to compensate.

While the energy distribution of moving arcs has not been specifically measured, pictures suggest that the Gaussian distribution is probably skewed toward the trailing edge.\cite{102,103} Therefore, Goldak and his coworkers proposed a double ellipsoidal heat source model\cite{104} in 1984, which can be described by a double ellipsoidal disc with a
Gaussian distribution of flux on the surface of the weld, together with one double ellipsoid function of power density distribution to model the direct impingement of the arc and a second double ellipsoid with Gaussian distribution to model the energy distributed by the stirring of molten metal. This heat source model is generally regarded as a simple model which gives the most accurate temperature fields computed to date.\textsuperscript{[105,106]}

**Coupling Effect**

Heat transfer analysis is usually simplified by uncoupling it from mechanical analysis so that it can be performed independently of the stress analysis. The assumptions for the uncoupling are based on the fact that the heating effect due to plastic deformation is small and negligible compared with the heating due to the welding heat source.\textsuperscript{[105]} In the coupled thermal and stress analysis, the link is so weak that the temperature history is usually used as the thermal loading for stress computation.\textsuperscript{[119]}

For carbon steels, solid state phase transformations in the heat affected zone often depend on the thermal history. As the microstructure changes, heats of phase transformations can contribute directly to the energy equation. Less directly, the conductivity and specific heat can also be microstructure dependent.

Several authors\textsuperscript{[54,107]} have studied the effects of latent heat in the context of solidification problems where the phase change takes place at a single temperature and leads to a moving boundary problem at the solid-liquid interface. The inherent discontinuity in the spatial discretization requires continuous redefining the mesh of the moving boundary, which complicates considerably the computational problem in two- and three-dimensional situations. For this reason, the effects of melting and solidification had to be distributed over a finite temperature interval and incorporated either in the form of an equivalent increase of the specific heat\textsuperscript{[60]} or by an equivalent spatial and time distribution of free enthalpy.\textsuperscript{[108]} The effects of solid state phase transformations on the heat transfer are less significant and are often neglected although they can be analyzed in the same way as in analyzing melting and solidification.
Multiple Pass Welds

Multi-pass welds have been analyzed by Ueda, Tekriwal and Mazumder, Leung and Pick, and Rybicki et al. To reduce the cost of separate analyses for each pass, several passes have often been lumped together in different ways. Ueda only analyzed the last pass in a specific layer. Tekriwal and Mazumder used the element "birth and death" control method to turn on the passes to be analyzed. Leung and Pick lumped thermal histories from several passes together, the temperature at any point, at any instant in time being the greatest value from any pass. All passes in a single layer, except the last, are lumped together. The last pass in any layer is treated separately. Rybicki et al. lumped together the volume of weld deposit of several passes or layers of passes and imposed the thermal history of a single pass located in the middle of the deposit during the stress analysis. Lumping layers together is inadvisable with the possible exception that the lumped layers remain a small proportion of the total thickness. For extremely large numbers of passes these techniques are not adequate.

Goldak et al. analyzed the surfacing of a thin plate which involved several hundred passes. Each pass was 10 cm long, groups of 20 passes were done sequentially to cover $10 \times 10$ cm rectangular surface patches. The orientation of each patch, and the patch sequence were varied in order to minimize the deformation. The residual stress pattern of the multipass case was created by superimposing the residual stress pattern of each individual weld and taking the largest value from any individual pass. By building up the stress pattern for each patch and sequentially applying this pattern to the plate it was possible to obtain qualitative agreement in both the deformed shape and optimum patch sequence.

The danger in all these lumping techniques is that the actual sequence of welding process is not simulated. Nevertheless, all these works were oriented towards modeling the residual stress and deformation induced by multipass welding. Accuracy of the heat transfer analysis is not critical for the subsequent structural analysis. Lumping techniques may be just adequate for this purpose and they provide an economic solution to complex engineering problems. It is very crucial, however, for a microstructural
analysis to have accurate results of thermal cycles.

1.2.3 HAZ Microstructure

As a consequence of the thermal cycle experienced, different microstructures are produced in layers of heat affected zone which is often characterized by peak temperatures between melting temperature and A_s temperature in case of carbon steels. Primarily, transformation from $\alpha \rightarrow \gamma$ occurs on heating, with, depending on composition, the subsequent $\gamma \rightarrow \delta$ change, followed by the reverse reactions on cooling. Other thermally activated changes in microstructure will also occur in the heat affected zone, including precipitate dissolution, grain growth, particle pinning, recrystallization. The final microstructure will be largely determined by the $\gamma \rightarrow \alpha$ transformation during cooling.$^{[110]}$

In principle, if the thermal cycle is known, all these metallurgical changes can be predicted based on the base metal chemistry and reaction kinetics. The prediction of microstructure and hardness in the heat affected zone is an interesting topic and has been established by the application of regression analysis, continuous cooling transformation (CCT) diagrams and computational models.$^{[110,111]}$

Regression Analysis

With the development of modern computer technology, multiple regression analysis shows promise in microstructure and mechanical property predictions. Many regression models have been developed to date based on multiple regression analysis of the experimentally measured data and fitting into trend equations between variables such as hardness, martensite volume fraction, chemical composition, and welding parameters. These models show simple relationships among different variables and have been successfully employed in welding engineering.

Although mathematics varies from model to model and all models were relatively independent, they are all developed from the same hypothesis. It is said that for each
steel there exists a "characteristic hardness curve" as a function of cooling time. The characteristic hardness curve is unique for a given composition and is a measure of the HAZ hardening response to welding. In configuration, a characteristic hardness curve has two shelves; an upper hardness shelve for fast cooling rate which is correlated with martensite formation, and a lower hardness shelve for slow cooling which is correlated with no martensite formation. In between these two shelves, martensite volume fraction and hardness decrease as the cooling rate decreases.\textsuperscript{112-114}

Different approaches were adopted to determine the characteristic hardness curve of a steel. Doan and Stout \textit{et al.}\textsuperscript{25} used Jominy end-quench method and extended it to the "weld test method."\textsuperscript{115} Researchers in Creusot-Loire Works\textsuperscript{116-118} developed their hardenability model based on their collection of CCT diagrams. Other more widely used approaches in welding engineering were based on the concept of carbon equivalent.

The prediction method based on Jominy end-quench test reported by Doan and Stout \textit{et al.}\textsuperscript{25,115} is experimentally based thus limited for computer implementation. This method is not considered in this study.

In Creusot-Loire hardenability model,\textsuperscript{116-118} a parameter called austenitization parameter, $Pa$, was defined to establish equivalence of time and temperature to accommodate rectangular heat treatment cycles for all the CCT diagrams. The expression of the austenitizing parameter $Pa$ was derived from Fick's law of diffusion and is expressed by

$$Pa = \left( \frac{1}{T} - \frac{R}{Q} \ln t \right)^{-1} \quad (1.14)$$

where $T$ is the temperature in °K, $t$ is austenitizing time in hr, $R$ is the universal gas constant, 1.987 cal/mol°K, and $Q$ is the activation energy for the grain growth which was found to be 110 kcal/mole for all steels. The hardness of a given alloy was assumed to be determined by a cooling rate weighted law of mixtures for microstructural constituents. Then they developed expressions for the critical cooling rates of steels in the basic form of

$$\log V_R = C_0 - (\sum K_i C_i + K_p Pa)$$ \quad (1.15)
where $C_0$ is a constant, $C_i$ is the concentration of element C, Mn, Ni, Cr, and Mo, $K_i$ and $K_p$ are coefficients. They claimed to determine ten equations for different cooling rates based on regression analysis from CCT diagrams, five for separating martensite from bainite region, five for separating bainite from ferrite and pearlite region. However, only eight equations were given in their original publication.\[117\] Two equations for the cooling rates of forming 10% and 0% martensite were not given.

Similar approach was followed by DeAndrés and Cars\[119\] from Spain. In their study, they established an equation to link ASTM grain size with austenitizing temperature and time. They differentiated steels with grain growth modifiers and those without to account for austenite grain growth

\[
G = \frac{a}{T} + b \ln t + c
\]  
\[
(1.16)
\]

where $G$ is the ASTM grain size number. They determined the coefficient in Equation 1.16 for steels with and without grain growth inhibitors. And then they were able to define austenization parameter from the grain growth perspective

\[
P_a = \left( \frac{1}{T} - k \ln t \right)^{-1}
\]  
\[
(1.17)
\]

where $k$ is defined as $b/a$, $1.47815 \times 10^{-5}$ and $1.86202 \times 10^{-5}$ for steels with and without grain growth modifiers respectively. They defined the same 10 cooling rates as in Creusot-Loire model and all the coefficients in the equations were given.

The development and application of models based on carbon equivalent is more straightforward and more widely used in welding industry. The concept of carbon equivalent was developed 50 years ago by Dearden and O’neill\[120\] as a means of characterizing the hardenability of steels during welding and may be regarded as a hardenability index of a steel from the compositional standpoint. Over the past 50 years, many formulae have been proposed to relate the chemical composition of base metal to the HAZ hardenability, critical hardness and the risk of cracking during welding.\[121-123\] More recently they have been used to rationalize the strength properties, microstructure and cracking tendencies of weld metals.\[114\] Later formulas have become more complex.
involving cooling rate parameters, to allow hardness to be calculated directly, and hydrogen concentrations and restraint, to allow the cracking risk to be assessed. The development and application of carbon equivalent were recently reviewed by Düren, Bailey, and DeMeester.

Carbon equivalent models gave relationships to calculate the maximum cooling time for 100% martensite, hardness of martensite, the minimum cooling time for 0% martensite, and hardness for the structure without martensite. For cooling times beyond the 0% limit there is no martensite in the structure whereas the structure is all martensite when the cooling time is less than the 100% limit. In between these two limits, the HAZ hardness satisfies a unique relationship which is approximated by interpolation functions in different models.

Models proposed before 1980 did not cover the composition range for microalloyed steels and thus are limited in application. Among the new models which cover microalloyed steels, the models developed by Terasaki based on weld CCT diagrams and by Yurioka from hardness measurements in real weld heat affected zones are two excellent examples. The algorithms of these models are straightforward and there are no special computational difficulties. Calculation involved in these models is very simple and can be done using calculators. These models have been coded in the form of "HAZ-Calculator" type software systems in recent years.

CCT Diagrams

The concept of using CCT diagrams to predict microstructural developments occurring during welding was developed in 1945 by Christenson et al. Early weld CCT studies were concerned with solving weldability problems such as HAZ cold cracking or toughness. During welding operation, rapid heating and cooling thermal cycles ensure that austenite decomposition does not occur under equilibrium conditions. Consequently, the Fe-C phase diagram does not give a true indication of microstructural development. CCT diagrams, on the other hand, provide a convenient way of describing microstructural development under nonequilibrium conditions and an excellent method
of studying the complex interactions between the various factors such as chemical composition, cooling rate and prior austenite grain size.\textsuperscript{110,139,140} The application of CCT diagrams for welding of steels is reviewed recently by Harrison and Farrar.\textsuperscript{141}

The nature of fusion welding processes is such that a wide range of peak temperatures is experienced in the heat affected zone, resulting in a wide range of microstructural regions in the HAZ. The microstructural transformation resulting from the welding thermal cycles differs significantly from conventional heat treatment in respect of peak temperature and high temperature austenitizing time. Typically, the ferrite nucleation is retarded to much longer times and the amount decreases if the peak temperature becomes higher. Therefore accurate statements can only be made by using weld CCT diagrams\textsuperscript{139,141} which are often related to higher austenitization temperature. In principle, almost infinite number of CCT diagrams would be required to describe transformation behavior in every region of the HAZ. In practice, however, a good understanding of HAZ transformation behavior can be obtained by examining the grain refined region and the grain coarsened region using just one CCT diagram for each region.\textsuperscript{141}

The grain refined zone of the HAZ experiences a peak temperature at, or a little above, the AC\textsubscript{3} temperature. Peak temperatures of this order produce a fine austenite grains, which provide favorable sites for ferrite nucleation on cooling because of the high density of grain boundaries. The austenitization temperature of CCT diagram for this region is usually taken in the range 900-950 °C. The precise nature of the microstructure in the grain refined region depends on the exact chemical composition of the base metal and the complete thermal cycle. CCT diagrams produced for grain refined HAZ regions are generally similar to those produced for base metal to help in the correct selection of heat treatment cycles.\textsuperscript{141}

The grain coarsened region of HAZ experiences peak temperatures from \textasciitilde 1100°C up to the melting point of base metal. Peak temperatures of this order produce coarse austenite grains which tend to preclude extensive transformation to ferrite during cooling because of low density of grain boundaries. Microstructures in the grain coarsened region are generally more complex than those in the grain refined region or
base metal as a result of the much larger variety of transformation products that can be developed in these regions. The major phases observed in this region include equiaxed or polygonal ferrite, Widmanstätten ferrite, bainitic ferrite, and lath martensite. In addition to these, the carbon enriched phases, or minor phases, which are associated with the above mentioned ferrites may transform to pearlite, degenerate pearlite, carbides, or martensite-austenite (M-A) constituents.\textsuperscript{[141]} The austenitization temperature of producing CCT diagram for this region is usually taken in the range of 1300-1350 °C.

The exact combination of microstructural constituents formed in the grain coarsened region depends on the chemical composition of base metal, weld cooling rate and the localized inclusion content. Three types of bainite in the grain coarsened HAZ were observed under normal weld cooling rate by Ohmori \textit{et al.}\textsuperscript{[142]} They were found at temperatures below 600°C and were termed: bainite I, bainite II, and bainite III. Bainite I was described as a carbide free bainitic ferrite, formed between 600 and 500°C in both the CCT and TTT diagrams. Bainite II was described as a ferrite lath structure, separated by layers of cementite, which formed between 500 and 450°C during isothermal transformation. During continuous cooling bainite II formed after bainite I but only at intermediate cooling rates. Bainite III was described as lath-like ferrite with a cementite morphology similar to high carbon, lower bainite, which formed between ~500°C and Ms temperature.

The grain coarsened region microstructure of low alloy steel HAZ was found dependent on the content of Nb in the base metal by Brownrigg and Boelen.\textsuperscript{[143]} The Nb-bearing low alloy steels were found to consist of a mixture of bainite II (similar in microstructural appearance to upper bainite) and bainite III (similar in microstructural appearance to classical lower bainite), whereas the Nb-free steel consisted of bainite I (carbide free bainitic ferrite with M-A constituents between bainitic ferrite laths), and some periodic pearlite.

As an alternative, TTT diagrams of steels may be used for microstructure predictions. They are normally determined through metallographic examinations and the volumetric distribution of phase transformation products is less complicated. There is only one TTT diagram that exists for a steel when the austenite grain size and
composition are specified. Moreover, kinetics for grain growth and phase transformation under isothermal conditions are better established. Isothermal transformations which are the basis of TTT diagrams have a great theoretical advantage that one of the variables, temperature, is constant. Transformation diagrams under continuous cooling conditions, including welding, can be easily derived from TTT diagrams by fitting to transformation kinetics theories and using additivity rule.\textsuperscript{[145,146]}

CCT diagrams can be and have been derived from TTT diagrams based on Scheil-Avrami rule\textsuperscript{[147-149]} which is also known as the additivity rule. Grange and Kieffer\textsuperscript{[150]} first offered a useful approximation which represents a geometric method of conversion of TTT to CCT diagrams. This conversion method was later coded into a computer program by Markowitz and Richman.\textsuperscript{[151]} Hildenwall and Ericsson\textsuperscript{[152]} pursued a semi-empirical approach. They fitted measured TTT diagrams to the Avrami equation\textsuperscript{[153,154]} and then calculated CCT diagrams for microstructure predictions.

CCT diagrams were calculated with generic approaches. Researchers in Kawasaki Steel\textsuperscript{[155]} have fitted C-curves for ferrite start, pearlite start and finish, bainite start and finish to the relevant part of the U.S. Steel Atlas\textsuperscript{[156]} involving the composition ranges, C=0.06 to 0.79%, Si <2.1%, Mn =0.2 ~ 1.9%, Ni <3.5%, Cr <0.2%, Mo <0.8%, and Cu < 1.5%. Intermediate volume fractions were interpolated according to a logarithmic formula which is equivalent to the Avrami equation. The TTT curves were thus used to predict CCT curves and microstructure via the additivity rule.

Kirkaldy and his coworkers\textsuperscript{[157-159]} developed a comprehensive model for calculating TTT curves based on Fe-C-X thermodynamics which is accessible as multicomponent phase diagrams and isothermal phase transformation kinetics for ferrite, pearlite, and bainite. Zener-Hillert\textsuperscript{[160,161]} type of kinetics formulas for phase transformation were used in this model and expressions for the coefficients were calibrated to the U.S. Steel Atlas\textsuperscript{[156]} with a few adjustable parameters. This model accounts for explicit synergistic alloying effects. Phase transformations terminate at finite times and intermediate volume fractions are inherently defined. The model presented in ref. 159 is the most complete prior to this research.
Computational Models

The transformation behavior in weld heat affected zone can be described starting from chemical composition, austenitizing conditions and initial austenite grain size, proceeding with the thermodynamic equilibrium conditions of chemical potentials, and the laws of transformation kinetics in respect to incubation time, nucleation rate, grain, precipitate and phase growth rate (mainly diffusion controlled with the exception of martensite and bainite formation), ending with the integration over time of differential equations to obtain both the iron-carbon phase diagram and the isothermal TTT diagram. Consequently, the dependency of grain size, martensite content and hardness on peak temperature can be correctly calculated.[110,111]

Ikawa et al.[162-165] described the grain growth in the weld heat affected zone using empirical kinetics of grain growth

\[ D^n - D_0^n = A \exp\left(-\frac{Q}{RT}\right) \]  

(1.18)

Coefficients for the grain growth in the heat affected zone of a Cr-Mo steel (HT80) were determined,[163] \( n=4, A=2.969 \times 10^{15} \text{ mm}^4/\text{sec}, Q=137.7 \text{ kcal/mol/K}. \) The computed grain size matched reasonably well with experimental measurements except at the fusion line.[162] They explained that grains on fusion line are partially melted at the grain boundaries in the base metal side which restrained further grain growth. Details of this unique phenomenon were discussed by Savage[167] in 1980. Excellent agreement was obtained when the grains on fusion line grow only during heating and do not grow during cooling.[162]

Alberry et al.[167] studied the grain growth in Cr-Mo-V steels using thermal simulation. They determined the coefficients in Equation 1.18 under isothermal conditions: \( n=2.73, A=5.4 \times 10^{12} \text{ mm}^{2.73}/\text{sec}, Q=460000 \text{ J/mol/K}. \) This was later used by the authors to predict the microstructures in the weld heat affected zone.[168,169] The predicted grain size was found to be considerably larger than those actually observed. They attributed the differences to the steep thermal gradients in weld HAZ. They
introduced a thermal pinning factor to the grain growth exponent n, such that the form of Equation 1.18 is retained:

$$D^{N_n} - D_0^{N_n} = 5.4 \times 10^{12} \sum \exp\left( -\frac{110,000}{RT_i} \right) \Delta t_i$$

(1.19)

The value of thermal pinning factor N was determined by matching the predicted grain size with the observed and was found to be 0.47 in their studies.

Ashby, Easterling, and Ion\cite{170,171} used elementary grain growth kinetics to calculate austenite grain size in the weld heat affected zone. The kinetic equations for grain growth, precipitates dissolution and coarsening were integrated throughout a weld thermal cycle. The results were presented in the form of microstructural diagrams with cooling time $t_{65}$ as the ordinate and the maximum temperature reached as the abscissa. Kinetic constants which appear in such a treatment were determined by fitting the equations to data from real or simulated welds at certain fixed points.

The model proposed by Ashby, Easterling and Ion\cite{170,171} provides a good basis, from which several refinements need to be implemented based on recent experimental and theoretical findings. Buchmayr\cite{172} modified this model by taking into account the Gibbs-Thompson effect of precipitate dissolution, the influence of particle size on the dissolution time or solution temperature.\cite{173,174} Suárez et al. applied this model to compute the grain size\cite{175} and predict the HAZ microstructure of a HSLA microalloyed steel.\cite{176}

Watt et al.\cite{177,178} suggest an algorithm that combines Ashby and Easterling’s model\cite{170,171} for austenite grain growth with the austenite decomposition reaction kinetics model by Kirkaldy and Venugopalan.\cite{159} Both the grain growth and the phase fraction formulations appear as ordinary differential equations in this method which were integrated numerically along the whole thermal cycle. The result of this approach is that microstructures can be tracked throughout the entire process. This in turn, permits the opportunity of coupling microstructure dependent thermal and mechanical properties to FEA temperature and stress computation. The mathematical ramification and solution techniques were presented by Bibby et al.\cite{179}
1.2.4 Concluding Remarks

With the complexity of heat transfer induced by multipass electroslag cladding, only finite element analysis is considered adequate to give predictions with considerable accuracy. Commercial code ANSYS has been used at the Oregon Graduate Institute to conduct finite element analysis. It allows the analysts to focus on the physical details of the models. The analysis requires thermal properties of materials like thermal conductivity, enthalpy change, and density. One challenge in this study is that ESC is a dissimilar metal joining process. The thermal properties of the clad fusion zone were considerably different from those of the base metal and they were actually a function of dilution level. Accurate analysis of dissimilar metal joining processes requires modeling the advancement of solid/liquid interface and the thermal property change as a function of the composition in the fusion zone. The mathematical representation of the moving solid/liquid interface has not yet been well established and dynamic meshing may be necessary to solve the problem effectively.

Current state of art in computational weld mechanics has not addressed how to model the absorbing and releasing of latent heat of solid state phase transformations. The commonly used approach is to add the solid state phase transformation heat to the enthalpy change over the temperature range between $A_c_1$ and $A_c_3$. However, the release of phase transformation heat would not happen in the same temperature range during cooling, but at much lower temperatures for most steels when austenite decomposition reaction occurs. This may be part of the reasons that most of computed cooling rates in weld heat affected zone are faster than those measured.

Most of all, the biggest challenge in the finite element heat transfer analysis of this study is to incorporate the effects of multiple passes which include the addition of new material, shifting of thermal gradients from pass to pass, and interpass temperatures.

Regression models are developed based on large sets of data. They show simple relationships among different variables and can be easily employed in welding engineering. The implementation of regression models is straightforward and there are no special computational difficulties. They predict the average trend but may be subject
to substantial errors for a specific steel. One limitation of regression models is that they do not describe the process of microstructure evolution. Another limitation is that they all imply that welds of a given steel will have, in principle, the same HAZ hardness, if the $t_{5/5}$ cooling time (rate) is the same. Apparently this is a crude approximation and may lead to wrong conclusions. The weld HAZ microstructure is determined by the grain size and the entire thermal cycle, not just by the $t_{5/5}$ cooling time. The nonlinearity of cooling curves in the weld heat affected zone puts a practical limit to the accuracy of regression model application. For welding with preheating or multiple pass welding, the cooling curves in weld heat affected zone are very nonlinear at the temperature range for phase transformations. Application of regression models may lead to substantial errors.

The advantages of using weld CCT diagrams in the microstructure prediction lie in its simplicity and convenience in understanding phase transformation. They reveal the whole phase transformation process during continuous cooling. This approach is not limited by the steel composition and it only requires knowledge of the thermal history in the heat affected zone and does not need further computations for the microstructure and hardness prediction. Apparently, CCT diagrams for the heat affected zone must be available for predicting microstructure in the weld HAZ. If they can not be found in literature, they have to be measured experimentally. The international set of experimental CCT diagrams consists of some 1000 diagrams of highly varying quality. The smallest set has been determined by metallographic examinations of sequentially quenched specimens according to natural cooling regimes. The largest set has been determined by dilatometry at mostly constant cooling rates with a necessary ambiguity in interpretation as to relative volume fraction of constituents.$^{154,155}$ However, the cooling rates in weld heat affected zone are by no means constant. The nonlinearity of thermal cycle in weld heat affected zone increases with the decrease of temperature and with the preheat temperature in single pass welds or interpass temperatures in multipass welds. Application of CCT diagram approach may lead to substantial errors in these situations. Another nontrivial problem of this approach is that CCT diagrams of a same grade steel may be sensitive to the minor variation of chemical composition.
The most promising advantage of computational models is that it is based on first principles and the whole process of phase transformations can be tracked with respect to time. Consequently the state of microstructural development is known at any instant of time. It must be noted, however, parameters in computational models with no exceptions were calibrated with experimental measurements although they started with fundamentals of thermodynamics, austenite grain growth kinetics, and reaction kinetics of austenite decomposition. The formulation of a computational model as well as the database with which the model was calibrated would all contribute to the reliability of the model. The reaction kinetics model developed by Kirkaldy and Venugopalan has been often cited as the most comprehensive model to date, but the reliability of this model has never been extensively tested. Even Kirkaldy and Venugopalan have never used their model in the full scale for the quantitative prediction of steel hardenability. They only used the initial part of this model to calculate TTT and CCT diagrams. The application range for this model is not known. The only known limitation for this model is that it does not apply to microalloyed steels because they are designed for a different thermomechanical regime and the microalloying elements have different hardening and softening effects.

1.3 Thesis Outline

In this thesis, attempts have been made to develop a finite element heat transfer model for multipass electroslag cladding to compute the thermal cycles experienced in the electroslag cladding heat affected zone. The computed thermal cycles are then used for later microstructure predictions.

A comprehensive literature review has been presented in Section 1.2 regarding heat transfer analysis in welds and microstructure predictions. Electroslag cladding has never been analyzed in the literature before this study. Limited by the size of the problem and the computing power, the author decided to use a two-dimensional finite element model for the heat transfer analysis in multipass electroslag cladding. The theory and implementation of the finite element heat transfer analysis are presented in
Chapter 2 with special reference to multipass electroslag cladding. This model has the capability of literally analyzing as many clad passes as desired.

Chapter 3 is dedicated to the description of computing equilibrium phase diagrams based on thermodynamic model for multicomponent Fe-C-M systems, austenite grain growth kinetics of steels with special reference to the grain growth in weld heat affected zones of low carbon alloy steels, and a reaction kinetics model for austenite decomposition. All these models are based on first principles. All the models presented in Chapter 3 are referred to low alloy steels.

The two-dimensional finite element model presented in Chapter 2 is used to simulate the heat transfer during electroslag cladding onto carbon steels shafts. The computational heat transfer results are presented in Chapter 4. The depth of the heat affected zone, interpass temperatures, and \( t_{9/8} \) cooling times in the heat affected zone will be discussed with respect to the cladding passes. The thermal effects from the two ends of experimental size shafts are discussed. The electroslag cladding process on a virtually long shaft is also analyzed. Optimal initial preheating temperature distribution is obtained from numerical simulations for the continuous cladding with the interpass temperature in the optimal range.

Chapter 5 presents the evaluation of the thermodynamics model for Fe-C-M multicomponent systems, and a model for microstructure and hardness predictions. The errors for computing austenite grain growth in weld heat affected zone are also discussed. Emphasized in this chapter are: \( \text{Ae}_3 \) temperature calculation, calculation of the temperature range for eutectoid reaction and the eutectoid composition, and the reliability of the reaction kinetics models presented in Chapter 3. The reaction kinetics model developed in this study as well as the model by Kirkaldy and Venugopalan are tested against the measured Jominy hardness curves. The results verifies the model developed in this study and errors in Kirkaldy-Venugopalan model are discussed.

Chapter 6 will be directed towards the applications of the computational models developed in this study. Chapter 7 will conclude the thesis work by identifying and suggesting areas of future research work. Following Chapter 7 will be the list of works that were referred to in the current work.
CHAPTER 2
FINITE ELEMENT HEAT TRANSFER MODEL

2.1 Introduction

The temperature field in any welding process is thermodynamically coupled with
the mechanical field. The governing equation of heat flow follows the first law of
thermodynamics which essentially states that the rate of heat change due to storage and
conduction must be in equilibrium with the rate of internal heat generation, the rate of
heat generation due to elastic and visco-plastic straining. However, heat due to elasto-
visco-plastic straining of materials in welding operations is negligible in comparison to
the heat input from welding heat sources. Heat due to phase changes is often
incorporated into the heat transfer model with temperature dependent thermal properties
of materials. Therefore, it is possible to analyze a welding process in three steps: the
analysis of temperature filed, the analysis of microstructural changes, and the analysis
of strain/stress fields. Heat transfer analysis is a necessary and usually the first step for
any subsequent analysis including microstructural and mechanical analysis. The accuracy
of heat transfer analysis may not be very crucial for the subsequent mechanical analysis,
but is certainly imperative for microstructural analysis.

The objective of this study is to analyze the heat transfer in the heat affected zone
induced by electroslag cladding of nickel alloys onto carbon steel propeller shafts.
Commercial finite element code ANSYS was used for the heat transfer analysis since it
was readily available as a general purpose finite element program. Although it is not a
program specially written for solving welding problems, its use eliminates the time and
cost in developing a project oriented program. The finite element code ANSYS contains
most of the necessary features to simulate welding processes, and in conjunction with user written subroutines, it is possible to simulate the nonlinear complex phenomenon of weld mechanics.

Attempts to model all aspects of the electroslag cladding process would lead to impractical computing requirements. Therefore, it is important to establish a reasonable heat transfer model with parameters which are essential for producing accurate thermal cycle results. Obviously some trivial phenomena must be neglected while only the essential heat transfer phenomena are retained. This can be achieved by modeling the fusion region as a "simple" heat source for the electroslag cladding instead of rigorously modeling all the heat transfer mechanisms taking place in the weld pool such as convection, magnetic stirring and heat losses from the weld heat source and the molten metal. The challenge is how to model the heat source and render it tractable.

2.2 Cladding Procedure

Extensive electroslag cladding experiments have been conducted at the Oregon Graduate Institute (OGI) to clad nickel alloys onto carbon steel propeller shafts of different diameters, wall thicknesses and lengths. A full size propeller shaft is normally 12 to 15 meters long, which is too long and too expensive for such preliminary experimental studies. Therefore, only short sections of shafts were actually used in the cladding experiments. The experimental setup is illustrated in Figure 2.1. Strip electrode was used in this project and it consists of nickel alloy 625, 30 mm wide and 0.5 mm thick. Cladding equipment was operated with constant voltage direct current power supply. The cladding current was 650 amperes and the voltage was 27 volts. The welding speed was 0.3 cm/sec. Strip electrode feeding rate was 3.0 cm/sec. Both uniform and non-uniform preheating were used in the cladding experiments. During the cladding experiments, the cladding head remained fixed, while the shaft was rotated by a gear system at a constant speed. One complete rotation was counted as one pass. A specially designed jogging technique was used to transit from one pass to the next. The time to finish one pass was thus determined by the shaft diameter.
2.3 Heat Losses

The heat supplied to an electroslag clad is primarily generated in the fusion pool and transferred to the base metal by conduction and convection within the weld pool. A simple approach commonly used by many analysts is to compensate for the convective heat transfer in the weld pool with artificially high thermal conductivity values for the metal in the weld pool. Typically, thermal conductivities an order of magnitude or sixfold higher than its value at the solidus temperature have been used. The difficulty associated with this technique is that various values of conductivity for the molten metal must be tried until a reasonable weld pool shape and temperature distribution within the weld pool are obtained.

On the exposed surfaces of the cladding shaft, heat is lost by the combination of convection and radiation. With ANSYS, incorporation of radiation into the heat transfer analysis requires radiation link elements and the calculation of a radiation matrix. This radiation matrix is then used in the thermal analysis to determine the temperature distribution in the model. This numerical implementation makes the analysis more complicated and computation intensive. Therefore, in this study, convection and radiation were incorporated into the analysis by introducing combined convection and radiation heat transfer coefficients.

Heat loss by free convection was assumed to obey Newton’s cooling law

\[ q_c = h_c (T_s - T_A) \]  

in which \( q_c \) is the convective heat flux in W/m\(^2\), \( h_c \) is the convective heat transfer coefficient in W/m\(^2\)·°C, \( T_s \) and \( T_A \) are the surface temperature and ambient temperature in °C. Radiative heat loss was modeled with the Stefan-Boltzmann equation

\[ q_R = \sigma \epsilon (T_s^4 - T_A^4) \]  

where \( q_R \) is the radiative heat flux in W/m\(^2\), \( \sigma \) is the Stefan-Boltzmann constant, 5.67×10\(^{-8}\) W/m\(^2\)·°K\(^4\), \( \epsilon \) is the emissivity of the free surface, \( T_s \) and \( T_A \) represent the surface temperature and ambient temperature in Kelvin respectively.

Equation 2.2 can be linearized into the form
by introducing the radiation coefficient $h_R$:

$$h_R = \sigma e (T_s^2 + T_A^2) (T_A + T_s)$$

(2.4)

It must be noted that radiation calculations are normally done in absolute temperatures (Kelvin) and the calculation involved $T_s^4$ terms which make radiation a highly nonlinear process. Also, because of the small value of $\sigma$, the effects of radiation may be neglected at low temperatures. At high temperature, however, radiation effects may be dominant. The linearization given by Equation 2.3 is somewhat deceptive in that the radiation coefficient, $h_R$, is highly temperature dependent.

The use of radiative coefficient $h_R$ allows one to express, formally, the combined heat flow due to convection and radiation at the free surface as

$$q = q_C + q_R = h_{CR} (T_s - T_A) = (h_C + h_R) (T_s - T_A)$$

(2.5)

in which $h_{CR} = h_C + h_R$ is defined as the combined heat transfer coefficient. Equation 2.5 has the same form as Equation 2.1 for merely convection. Consequently, the combined heat transfer due to convection and radiation can be treated in the same way as convection in the finite element analysis. Combined heat transfer coefficients are used at free surfaces instead of the convective coefficients. This treatment has greatly reduced the complexity of incorporating radiation into the numerical model. There is no need to calculate radiation matrix and the convergence rate with combined heat transfer coefficients is much faster than a model using radiation link elements.

### 2.3.1 Convective Heat Transfer Coefficients

Considering the experimental setup for electroslag cladding, the cladding head remained fixed, while the shaft was rotated by a gear system at a rather low speed. The cladding was conducted in a closed room and no fan was used. It is justifiable to consider the convection as free convection or natural convection in air. The convective coefficient can be calculated according to the heat transfer theory of free
convection. [180,181]

For free convection in air, the significance of the buoyancy is described in terms of the Grashof number

\[ Gr = \frac{L^3 g \beta \Delta T}{v^2} \]  \hspace{1cm} (2.6)

Grashof number is an important dimensionless number for free convection. In Equation 2.6, \( L \) is the characteristic length of the surface subject to convection, \( g \) is the gravity acceleration, \( v \) is the kinematic viscosity of air, \( \Delta T \) denotes the driving temperature potential between the surface at \( T_s \) and the ambient fluid at \( T_A \): \( \Delta T = T_s - T_A \). The symbol \( \beta \) represents the coefficient of volume expansion of air and is the origin of the buoyant forces characteristic of free convection. The coefficient of thermal expansion is defined as the negative of the fractional change of the fluid density with respect to temperature:

\[ \beta = -\frac{1}{\rho} \left( \frac{\partial \rho}{\partial T} \right)_p \]  \hspace{1cm} (2.7)

Thus \( \beta \) is determined by the governing pressure-density-temperature equation of state for the fluid involved. Like many gases, air may be adequately represented by the ideal gas equation

\[ \rho = \frac{P}{RT_A} \]  \hspace{1cm} (2.8)

where \( P \) is the pressure, \( R \) is the universal gas constant, \( T_A \) is the fluid temperature or ambient temperature in Kelvin. Thus thermal expansion coefficient \( \beta \) is readily calculated from

\[ \beta = \frac{1}{T_A} \]  \hspace{1cm} (2.9)

Another dimensionless parameter called the Prandtl number defined by

\[ Pr = \frac{\nu}{\alpha} = \frac{\mu c}{k} \]  \hspace{1cm} (2.10)

is often used for free convection heat transfer analysis, which arises from the rate laws
incorporated in the governing equations for shear stress and heat flux. In Equation 2.10, 
\( \alpha \) is the thermal diffusivity, \( \mu \) the dynamic viscosity, \( c \) the specific heat, \( k \) the thermal 
conductivity of air. Thus the Rayleigh number, which is the functional form for free 
convection, is defined simply by the product of the Grashof and Prandtl numbers

\[
Ra = Gr \times Pr = \frac{L^3 g \beta \Delta T}{v^2} \times Pr
\]  

(2.11)

In terms of the Rayleigh number, correlations for free convection are represented by 
valid Nusselt number expressions which vary from application to application. Then the 
convective heat transfer coefficient \( h_c \) is expressed by

\[
h_c = Nu \frac{k}{L}
\]  

(2.12)

All the thermal properties of air at atmospheric pressure, \( \rho \), \( c \), \( \mu \), \( \nu \), and \( k \), are readily 
available in the literature.\(^{[180,181]}\)

**Outside Surface**

The convective coefficient on the outside surface of the shaft can be calculated 
by treating the shaft as a horizontally laid cylinder. In this application, the characteristic 
length is represented by the outside diameter of the shaft, \( D_{out} \),

\[
L = D_{out}
\]  

(2.13)

Based on extensive studies, Churchill and Chu\(^{[182]}\) recommended the Nusselt 
number expression for horizontal cylinders

\[
Nu = (0.60 + 0.387 Ra^{1/6}[1 + (\frac{0.559}{Pr})^{9/16}]^{-8/27})^2
\]  

(2.14)

which is valid for a wide range of Rayleigh number. The temperature dependent file 
coefficient of free convection at the outside surface of a horizontal shaft can be thus 
calculated from Equation 2.12. It is only dependent upon shaft diameter and 
temperature. The quantification of free convection presented above is based on the
theory of heat transfer and has been verified by the experimental studies.\cite{180,181}

**Edge Surfaces**

Practically, convective and radiative heat loss through two ends of a full size shaft during cladding may be negligible because they are considerably far away from the cladding heat source. However, shaft sections used in cladding experiments were much shorter than actual submarine propeller shafts, and normally whole sections were preheated in the cladding experiments whereas only local preheating is considered feasible in the cladding onto full size shafts. Convection and radiation through these shaft ends may be of concern in the simulation of electroslag cladding experiments. In this research, the convective coefficient for the two edge surfaces are incorporated by considering the two shaft ends as vertical plane surfaces. In this application, the characteristic length can be specified as the wall thickness of the shaft

\[
L = \frac{D_{\text{out}} - D_{\text{in}}}{2} \quad (2.15)
\]

where \(D_{\text{out}}\) and \(D_{\text{in}}\) are the outside and inside diameters of the shaft. It must be noted this is only an approximation which may be subjected to trivial errors.

Churchill and Chu\cite{183} have performed an extensive correlation of a great number of works. They recommended the following Nusselt number expressions for the vertical plane surface:

\[
Nu = 0.68 + 0.670 Ra^{1/4} \left[ 1 + \left( \frac{0.492}{Pr} \right)^{9/16} \right]^{-4/9} \quad (2.16)
\]

when \(0 < Ra < 10^9\), and

\[
Nu = 0.825 + 0.387 Ra^{1/6} \left[ 1 + \left( \frac{0.492}{Pr} \right)^{9/16} \right]^{8/27} \quad (2.17)
\]

for \(Ra > 10^9\). Actually Equation 2.17 may be applied over the entire range of \(Ra\). However, better accuracy was reported by the use of Equation 2.16 for small \(Ra\) values.\cite{180} The film coefficient of free convection at the two end surfaces of a shaft is
dependent on its wall thickness and temperature.

Inside Surface

For the inside surface of the shaft, it is justifiable to consider only convective heat loss. There is no theoretical solution for the free convection on the inside surface of a pipe or shaft. Thus in this research, the solution for a horizontal heated plate facing down is used for the approximation. In this application, the characteristic length is expressed by

$$L = \frac{\pi D_{in} L_0}{2(\pi D_{in} + L_0)}$$

(2.18)

where $D_{in}$ and $L_0$ are the inside diameter and the length of the shaft respectively.

Based on the work of McAdams, Goldstein et al., and Lloyd and Moran, recommended the Nusselt expression for the heated plate facing down as

$$Nu = 0.27 \, Ra^{1/4}$$

(2.19)

for $3 \times 10^5 < Ra < 3 \times 10^{10}$.

2.3.2 Radiative Heat Transfer Coefficients

The only unknown parameter for calculating the radiative heat transfer coefficient was the emissivity $\varepsilon$ in a certain ambient temperature. Siegel and Howell discussed radiative properties of metals as functions of directional variations, wavelength, surface temperature, surface roughness, and surface impurities. Modern heat transfer analysis theory has not been able to rationally correlate the surface radiative emissivity with all these factors. Thus radiative heat transfer analysis has to be largely dependent on experimental measurements. However, there have been limited data for the emissivity of steels with wide range of values. It is not difficult to conjecture that all the reported data are subject to different degrees of errors. Steel composition and surface conditions may be considerably different from the real objects in applications, for example, carbon
steel propeller shafts in this study. Consequently, the emissivity value in the heat transfer analysis has to be chosen carefully or to the best knowledge of the analysts.

In this research, the outside shaft surface was machined before cladding. Thus the surface would be expected to be clean but could be still rough. The shaft is preheated before cladding and the vicinity of the clad was exposed at high temperature for short period of time during the cladding operation. It is reasonable to suspect that there is a very thin layer of oxide on the surface. In this study, emissivity value of 0.30 was chosen for the outside surface.

While, for the two ends of the shaft, the surface is rather rough and there is considerable amount of oxides on the surface. This type of surface is known to have higher emissivity. An emissivity value of 0.80 is assumed.

2.3.3 Combined Heat Transfer Coefficient

For each shaft used in the electroslag cladding experiment, the convective coefficient, radiative coefficient and combined coefficient of each surface are calculated. Of the material types analyzed in this study, only the results for shaft E290 are shown in Figure 2.2, 2.3 and 2.4. The ambient room temperature was assumed to be 20 °C. The geometric parameters of this shaft are: \( D_{out} = 61 \) cm, \( D_{in} = 35.5 \) cm, and \( L_0 = 104 \) cm. Other experimental shafts with different geometry have similar results and the results are used in the finite element heat transfer analysis of each shaft. Figure 2.2 and 2.3 clearly demonstrated the dominant effect of radiative heat loss over a wide range of temperature. The significance of radiation should not be ignored.

During the electroslag cladding, the top of clad was covered by fused flux until about two minutes after the cladding heat source passed. The area covered by the flux is assumed to be adiabatic in the finite element analysis.

2.4 Cladding Heat Input

The net heat input to a clad (weld) is generally calculated from the energy
supplied (the product of welding amperage and voltage) and heat efficiency of the process,

\[ Q = \eta IV \]  

(2.20)

The loss of energy that occurs from welding heat source is extremely complex in nature. Because of this, the heat efficiency \( \eta \) can be perceived as a complexity factor which is used to quantify the energy input from the welding heat source. A wide range of efficiencies have been reported in the literature for arc welding processes.

However, the efficiency of electroslag cladding is not known exactly and is hard to measure experimentally because of its high heat input. In this study, the heat efficiency of the process was obtained using numerical tests to match the computed interpass temperatures with the experimentally measured ones. This is a reasonable approach because the interpass temperatures, at 6–11 minutes after welding depending upon the diameter of the shaft, are believed to be dependent only upon the shaft geometry, initial temperature distribution, material thermal properties, and the net heat input from the cladding heat source. The details of the heat source will not affect interpass temperatures. Excellent agreement was observed with a heat efficiency value of 0.81.

2.5 Heat Source Model

Perhaps the most critical input data required for finite element heat transfer analysis in welds are the parameters necessary to describe the heat input from the heat source to the weldment. Not only the magnitude, but the distribution of the heat input will also influence the dimensions of the weld metal and heat affected zones, the cooling rates, and the peak temperature distribution, as well as the temperature gradients necessary to calculate microstructure evolution and residual stress/strain field.

Most of the heat for electroslag cladding is believed to be generated in the slag pool which covers the molten metal pool. The mechanism of the heat generation is known to be caused by Ohmic heating. However, energy distribution in the slag pool
is not yet clearly understood thus it has to be approximated with a reasonable heat source model.

Welding heat source models with reference to electric arcs have been extensively reviewed in Chapter 1. The general guideline in model welding heat source can be summarized here. For welding operations where the effective penetration depth is small, the heat flux disc type of model originally proposed by Pavelic et al.\textsuperscript{[58]} have been found very successful and efficient in computing temperature profiles in welds.\textsuperscript{[59-67]} While for welding operations with deep penetrations, such as submerged arc welding, electron beam welding, etc., the three dimensional double-ellipsoidal model originally proposed by Goldak et al.\textsuperscript{[104]} is more effective in predicting the contour of the fusion zone. Apparently, strip electroslag cladding belongs to the first category with shallow penetration and the heat source can be modeled as a heat flux disc acting on the top of the clad. To compensate for the convective heat transfer in the fusion zone, artificially high values of thermal conductivity have been proven effective.

In this research, because strip electrode was used which has a cross section of 30 mm in width and 0.5 mm in thickness, uniform heat flux distribution was assumed in the cross sectional direction at the top of the clad. It linearly diminished to zero along the two sides of the clad deposit. In the cladding direction, the heat flux was assumed to satisfy two Gaussian distribution functions; the front part to model the strong interaction between the molten pool and slag pool, and the rear part to model the thermal impingement from the slag pool in the trailing tail. The heat flux profile along the welding direction is shown in Figure 2.5 and is expressed in the coordinate system moving along with the welding torch by

\[
q(x) = \frac{2\sqrt{3} \eta_1 IV \exp[-3(x/d_1)^2]}{\sqrt{\pi} wd_1}
\]  
(2.21)

for the front part where \( x < 0 \), and

\[
q(x) = \frac{2\sqrt{3} \eta_2 IV \exp[-3(x/d_2)^2]}{\sqrt{\pi} wd_2}
\]  
(2.22)
for the rear part where $x > 0$. In these two equations, $w$ is the width of the clad bead, $d_1$ and $d_2$ are the characteristic distances of the front and rear part of Gaussian distribution functions at which the Gaussian distribution function value equals to 0.05 of its peak values, $I$ and $V$ are the cladding current and voltage respectively, $\eta_1$ and $\eta_2$ are fractions of the heat source efficiency $\eta$ for the front and rear part respectively

$$\eta = \eta_0 + \eta_1 + \eta_2$$

(2.23)

where $\eta_0$ is the fraction of heat which was consumed to melt the cladding strip and superheat the filler metal droplets.

The melting and addition of filler metal has been modeled by Tekriwal and Mazumder.\textsuperscript{75} The added material was included in the original mesh using element birth and death control method. To add metal, the elements are simply turned on with an assigned initial temperature, $500 - 1000$ °C above the liquidus of the filler metal. To deactivate an element, the thermal conductivity of the element was multiplied with a very small value and the specific heat and enthalpy change were zeroed out. The commercial finite element code ANSYS has this element birth and death control feature. However, preliminary studies showed that convergence rate is significantly lowered when element birth and death control method was used and the computed results showed no apparent difference. Thus the element birth and death control method was not used in this research. Instead, the clad deposit was assumed to be in place in the beginning of each pass. An initial temperature of $1950$ °C was assigned to the fusion zone elements. This served as a natural approximation to the addition of melted filler metal. All the nodes at the original interface between fusion zone and substrate were assigned with initial temperatures which were averages of droplet temperature $1950$ °C and preheating temperature for the first pass clad or the interpass temperature for subsequent passes.

Heat source parameters were tried out to match the computed results with experimental measurements. The efficiency of the heat source, $\eta$, was the first one to be determined, and has been estimated using numerical tests by matching interpass temperature in the heat affected zone. The second parameter determined was the fraction of heat to melt and superheat the clad deposit metal to the droplet temperature.
Calculations showed that it consumes 25% of the nominal heat input IV to heat the clad deposit from room temperature to 1950 °C. The next parameter to be determined was the characteristic distance for the front part of the heat source, $d_1$. Numerical tests showed that the distance between the electrode tip and the substrate base metal gives a good approximation for the parameter $d_1$. Then the values of $\eta_1$ and $\eta_2$, and $d_2$ were all estimated via trial and error to obtain reasonable penetration predictions and comparable thermal cycles in the weld heat affected zone with the experimental measurements. In this research, $\eta_1$ and $\eta_2$ were found to be 0.15 and 0.30 respectively, and $d_1$ and $d_2$ were 6 and 60 mm respectively.

The heat flux profile was captured by 5 and 20 load steps for the front and rear parts of the heat source model respectively. Stepped loads were assumed for fast convergence rate and small initial time integration steps were used to guarantee convergence, 0.034 sec and 0.1 sec before and after the fusion zone solidifies. In each load step, the integration time step was automatically adjusted by the ANSYS program for convergence.

2.6 Dimensionality of the Analysis

The heat transfer in electroslag cladding is spatially three dimensional. However, performing a three-dimensional finite element heat transfer analysis in welds with details requires a tremendous amount of computing power and could be unbearably expensive. In this research, a two-dimensional heat transfer analysis can be justified by assuming that the heat flow was constrained in the plane normal to the welding direction. Physically this is a reasonable assumption because the weld pool is approximately 32 mm wide and 78 mm long, and isotherms near the fusion zone are significantly elongated along the cladding direction. By assuming that cladding has achieved a steady-state that temperature distribution can be observed moving with the heat source, a two dimensional model can be used in which the analysis is conducted in a plane section normal to the welding direction at a location far from the ends of the clad. The heat flow in the welding direction can be simulated by modeling a three-dimensional heat source moving
through the plane of analysis.

2.7 Material Thermal Properties

It is true that one of the greatest advantages of using finite element analysis is that temperature dependent material properties can be incorporated in the numerical model. And, as a matter of fact, many analysts have realized that with the proper modeling of real applications, the accuracy of the numerical analysis can be only limited by the accuracy of the material properties used in the analysis. Therefore, the importance of having accurate material properties in numerical analysis should never be ignored.

Finite element heat transfer analysis with ANSYS requires accurate values of the density, thermal conductivity, and enthalpy change of materials. Low temperature data is readily available for most low alloy carbon steels, but high temperature data must be estimated or extrapolated from the low temperature data because little high temperature data exists in the literature. Above the melting point, the complex convective heat transfer mechanisms in the weld pool are so far too difficult to model even with accurate thermal properties. Instead the thermal conductivity above melting is increased sixfold to compensate for the convective mechanism as recommended by many analysts.

The electroslag cladding process to be analyzed in this research involves joining of two distinctively different metals, nickel alloys and carbon steels. The thermal properties of the clad fusion zone are considerably different from those of the base metal. They are largely dependent upon the deposit material and the dilution rate from the base metal. Accurate analysis of dissimilar metal welding processes requires modeling the advancement of solid/liquid interface and the thermal property change as a function of the composition in the fusion zone. The mathematical representation of the moving solid/liquid interface has not yet been established and dynamic meshing may be necessary to solve the problem effectively. These two phenomena are too complex to model at the present state of computer software and hardware. They are not considered in this research.
Because strip electroslag cladding has a low dilution rate, approximately 10%, and shallow penetration, about 0.5 mm in comparison to the clad height 5.5 mm, the fusion zone was assumed to have the same composition and thermal properties as the filler metal. The original interface between the cladding deposit and base metal was assumed to remain.

The densities of materials were assumed to remain constant at the room temperature value of 7860 kg/m³ for the shaft steel and 8440 kg/m³ for the fusion zone. This is a reasonable assumption because density has only minor effects on the heat transfer analysis. Probably more importantly, the thermal expansion effect has been ignored because of decoupling from mechanical analysis.

Temperature dependent thermal properties of nickel alloy 625 have been provided by Inco Alloy International[1931. Based on the provided specific heat data, the enthalpy change of nickel alloy 625 can be readily obtained by integration

$$ H(T) = \int_0^T \rho c \, dT $$

where \( \rho \) is density in kg/m³, \( c \) is the mass specific heat in J/kg°C, and \( T \) is temperature. There is no heat for solid state phase transformation assumed in the numerical analysis for nickel alloy although it is possible that there might be some precipitates formed in the clad metal during cooling. This is because the total precipitate volume fraction is very small according to the microscopic observations, less than 5%.[9,10] High temperature data were extrapolated from lower temperature values. The latent heat of fusion was estimated to be 324 kJ/kg and was incorporated into the numerical analysis by adding it to the enthalpy change over the mushy zone.

Temperature dependent thermal properties of the shaft steel were not available. Thus thermal properties of steel with similar chemical composition were used in the numerical analysis. The latent heat of fusion for the shaft steel was estimated to be 275 kJ/kg from the thermodynamics model of Fe-C-M multicomponent equilibria which is to be presented in Chapter 3. It was added to the enthalpy change over the mushy zone of the steel. Similarly, the heat for solid state phase transformations can be treated in
the same manner except that the quantity is smaller and less significant. It is debatable
tough how this is going to affect the accuracy of the analysis because the quantity and
the temperature for absorption during heating and releasing during cooling of the solid
state phase transformation heat are different. During heating, this phase transformation
occurred between temperature range from \( A_s \) up to \( A_e \). The definition of \( A_s \) and \( A_e \)
temperatures and the heat for austenite formation from ferrite and pearlite were estimated
from the thermodynamic model to be presented in Section 3.2. During cooling,
however, austenite may decompose over a much wider temperature range depending on
steel hardenability and cooling rate. The total quantity of the heat released during
austenite decompositions may be different from the heat absorbed for austenite formation
during the heating. The only way to model this effect is to have full scale coupled
thermal/microstructural analysis where explicit expression of material properties in terms
of microstructure constituents is essential. However, this is not possible at the present
time. All the coupled analysis, no matter thermal/mechanical or thermal/microstructural
analysis, have singled out thermal analysis and used the results of thermal analysis as
input data for further analysis.

Rolphe and Bathe\[194\] presented a simple way to include the latent heat effect.
Whenever a nodal temperature crosses a transformation temperature, this is noted
whether it occurred during cooling or heating. A volume or mass is associated with each
node and the corresponding heat of transformation is computed. If a node has
transformed, its temperature is reset to the transformation temperature and the heat
subtracted from the heat of transformation until it is reduced to zero. At that time the
node is set free. In all other respects, it is a standard finite element analysis. The
algorithm is simple, relatively easy to code, and efficient if and only if the analyst is
developing a project oriented code. But for a user of commercial finite element codes,
this is a rather difficult problem.

This study did not attempt to solve, but only to point out this problem.
Obviously, simplifications have to be made to deal with solid state phase transformation
in a rational fashion. Any simplification is just an approximation to the reality and is
subject to errors.
Ideally, different thermal properties can be used for the heat affected zone during heating and cooling respectively. In this study, enthalpy change of the heat affected zone was kept the same during heating and cooling because of the concern of discerning heat affected zone boundary and energy conservation. Different thermal conductivity was used for the HAZ during heating and cooling. During heating, typical thermal conductivity values of ferrite structure from the literature was used until $A_s$. Thermal conductivity values of austenite structure were used for temperatures higher than $A_e$. While during cooling, the thermal conductivity was defined with the information provided by experimentally measured CCT diagrams of the shaft steels. CCT diagrams of the shaft steels revealed that only bainite and martensite reactions would happen under a wide range of the cooling rates. Thus the thermal conductivity of the heat affected zone under cooling was assumed to have the values of austenite structure at all temperatures above the isothermal bainite start temperature, and the values of ferrite structure at temperatures below the martensite start temperature of the shaft steels. Values from linear interpolation were used at temperatures between $B_s$ and $M_s$ points. Calculations of these temperature points may be found in Chapter 3.

When thermal properties of a steel are not known, it is justifiably to use thermal properties of another steel with similar chemical composition. Alternatively the enthalpy change of steels may also be obtained by the thermodynamic definition

$$^0H = ^0G - TdS = ^0G - T\left(\frac{d^0G}{dT}\right)_{T,P}$$

(2.25)

where $^0H$ and $^0G$ are standard enthalpy and Gibbs free energy respectively, $T$ is the temperature, $S$ is the entropy. With this definition, the enthalpy change can be expressed as a function of Gibbs free energy only. And, in Section 3.2, all the data for calculating Gibbs free energy of steels as solid solutions are presented. This is another option when the specific heat of the steel is not accurately known. This method has a advantage of being a generic approach and the results are sensitive to the chemical composition of steels. It is very likely that the enthalpy change calculated based on thermodynamics model is more reliable than estimated from the measured specific heat because enthalpy
is a well defined state function of a thermodynamic system, whereas high temperature specific heat data of steels are rare.

Thermal conductivity and enthalpy change of the materials used in this study are shown in Figure 2.6 and 2.7 respectively. An artificially high value of thermal conductivity, 125 W/m°C, is assigned to the metal above its solidus to compensate for the convective heat transfer mechanism in the weld pool. This approach has been proven effective by many analysts.

2.8 Modeling Multipass Cladding

The state of art in modeling multipass welds has been reviewed in Chapter 1. It was noted that the commonly used lumping techniques are limited by the number of passes to be analyzed and the area covered by the welds. Most of all, lumping of welds does not simulate the actual process. Therefore, lumping techniques are not considered in this study to model multipass electroslag cladding.

Instead, a specially devised remapping technique was developed by the author in this research. This method emphasizes complete analysis of all weld passes in actual sequence and analyzing each clad pass individually in a synonymous fashion with a single weld pass. This was accomplished by defining finite element mesh for analyzing each clad pass and remapping the interpass temperature distribution from previous clad pass onto the new mesh so that the initial temperature distribution of analyzing the current clad pass could be defined. By doing this, the finite element mesh for each clad pass was customized to take into account the new added deposit material and the mesh density was optimized according to the thermal gradients. Remapping interpass temperature distribution from one mesh to another mesh does not pose any problem in finite element code ANSYS and can be done rather efficiently with a user defined subprogram called macro. This methodology is a natural approximation to the heat transfer in multipass welds and it overcomes the limitations of lumping techniques. There is no theoretical limit of the number of passes that can be analyzed with this method.

The approach used by Tekriwal and Mazumder\textsuperscript{751} to model the melting and
addition of welding deposit took advantage of a special capability in finite element analysis, called "element birth and death" control. Essentially, the added material was included in the original mesh. To achieve the "element death" effect, the "killed" elements are not actually removed from the model, rather, their thermal conductivity was multiplied with a severe reduction factor. Elements loads associated with deactivated elements are zeroed out in the load vector. Similarly, mass, damping, specific heat, and other such effects are set to zero for deactivated elements. To reactivate the "killed" elements, all these constraints, thermal conductivity, mass, element loads, damping, specific heat, etc. return to their original values. The drawback of the element birth and death control is that sudden changes in the conductivity matrix cause convergence problems. Preliminary studies showed that using element birth and death significantly reduced convergence rate and it costs more computing time, while the results are just about the same as those without using element birth and death control method. Therefore, a much simpler approach was used in this study. The added material, the clad, was included in the original mesh with a initial temperature 1950 °C, 500 °C above its liquidus temperature. And the heat source, a flux disc with double Gaussian distribution, was applied on top of the clad.

The finite element mesh of the clad and the adjacent region used in analyzing the first and second pass clads are shown in Figure 2.8 and 2.9.

2.8 Model Implementation with ANSYS

When performing finite element analysis using ANSYS, three major steps are to be followed. The first step is called preprocessing. In this step, the finite element model is built by defining the element types, material properties, model geometry and by discretizing the finite element model. In this study, 8-node isoparametric thermal elements (Plane55) were used to discretize the finite element model. This element type has optional quadratic and linear (no mid-nodes) formulations. A element can be either quadrilateral or triangular. These formulation options have added a lot of flexibility to the use of this element type. All the information of the finite element model is written
into a database file.

The second step is to define initial and boundary conditions, to apply loads, and to obtain solutions. In this step, the history of loads is discretized in load steps, and options for solving the equations are also specified. The equations are then solved and the results are written to the results file. Database file is updated in this step too. Equations are usually solve with wave front method.

The last step in the finite element analysis is called postprocessing in which one reviews the results. One can obtain contour displays, deformed shapes, and tabular listings to review and interpret the results of the analysis. Other capabilities, including error estimation, load case combinations, calculations among results data, and path operations are also available. Graphics can be exported to postscript files and listings can be exported to ASCII files for further analysis.

A few parameters are defined here for the computational results in order to compare the computational results with the experimental measurements. The depth of penetration is defined by the maximum distance from the original clad/substrate interface to the computed fusion line. The computed fusion line is composed of points in the substrate base metal where the peak temperature experienced is equal to the solidus of the material. The size of the Heat affected zone is defined by the maximum distance from the fusion line to the points where the peak temperature experienced equal to the $A_e$, point of the steel. Furthermore, the size of the coarse grain region is defined by the distance from the fusion line to the points where the peak temperature experienced equal to $1100\degree C$ according to Harrison and Farrar.\cite{141}

Computers used in the finite element analysis were IBM and HP work stations. The results of computer simulation for the experimental cladding shafts and the optimized initial temperature distribution for different shaft sizes are presented in the Chapter 4.
CHAPTER 3
MICROSTRUCTURE PREDICTION MODEL

As identified in Chapter 1, the major objective of this research is to predict the microstructural development in the heat affected zones of multipass electroslag cladding. Thermal analysis is important and necessary for the overall analysis because it generates the thermal cycles experienced by the heat affected zones. However, the principal focus of this research is to analyze the microstructural development that occurs in the electroslag cladding heat affected zones so that the resultant microstructure will be predicted.

A brief overview of the microstructural changes in the heat affected zone of low alloy steels is presented in Section 3.1. A comprehensive computer algorithm has been developed in this research to model the whole process of phase changes in the heat affected zones. The global algorithm embraces thermodynamics based models for computing multicomponent Fe-C-M system equilibria, a semi-empirical model for austenite grain growth in weld heat affected zone, and a reaction kinetics model for austenite decomposition reactions. Details of these models are presented in Section 3.2, 3.3 and 3.4. Empirically based formulas for the calculation of weld heat affected zone hardness are presented in Section 3.5.

3.1 Microstructural Changes in the Heat Affected Zone

The microstructure development in electroslag cladding heat affected zone depends predominately on the thermal cycle and steel composition. Shown in Figure 3.1 is a cross sectional photograph of a single pass electroslag clad and its adjacent heat affected
zone. The microstructure in the heat affected zone changes from location to location depending primarily on peak temperatures experienced in local areas.

An equilibrium phase diagram of binary Fe-C metastable system as well as a typical thermal cycle in the heat affected zone are given in Figure 3.2 to indicate the transformations that must be considered in the computational modeling. It must be noted that the equilibrium phase diagram of a low alloy steel will differ from that in Figure 3.2. Any low alloy steel is a multicomponent thermodynamics system. The eutectoid reaction in such a multicomponent system would occur in a temperature range. In other words, the eutectoid region in the multi-dimensional phase diagram is represented by a multi-dimensional region. The author has designated $Ae_1$ and $As_1$ temperatures as the upper and lower limits of eutectoid reaction in a low alloy steel. A detailed model for the computation of critical temperatures for phase transformations in low alloy steels are presented in Section 3.2.

In this study, the base metal steel was provided in normalized condition, which consisted of ferrite and pearlite. It is reasonable to assume the initial amounts of ferrite and pearlite are at their equilibrium quantities. On heating the steel is assumed to be in equilibrium and the microstructure would not change until temperature reaches $As_1$ temperature. At $As_1$ temperature, pearlite in the steel starts to change into austenite and all pearlite will be completely transformed to austenite at $Ae_1$ temperature. Ferrite would transform into austenite at temperatures from $As_1$ to $Ae_3$. At $Ae_3$ temperature, all ferrite has been transformed into austenite.

At temperatures above $Ae_3$ temperature, only austenite exists. Newly formed austenite has very fine grains. For most low alloy steels, the average size of newly formed austenite grains is approximately 5 microns. These grains have strong tendency to grow larger so that the surface energy at grain boundaries would be reduced. Growth of austenite grains is very stagnant at temperatures slightly above the $Ae_3$ temperature of steel due to the pinning effect of carbide and nitride precipitates until the precipitate dissolution temperature, $T_{DSS}$, is reached. Austenite grains would grow at temperatures higher than the dissolution temperature $T_{DSS}$.

As the temperature goes below $Ae_3$ during cooling, austenite starts to decompose
into ferrite. Ferrite is a body-centered crystal structure. Should appreciable amount of ferrite be formed, it would appear as a network or in parallel laths. It is a fairly soft and ductile structure.

At temperatures below $A_{eq}$, ferrite formation continues and pearlite formation starts. Should appreciable amount of pearlite be formed, it would appear in colonies and each colony consists of alternate plates of $(\text{FeM})_3\text{C}$ and ferrite, with ferrite being the continuous phase. Pearlite is not a phase, but a mixture of two phases.

Both ferrite and pearlite reactions are nucleation and growth transformations controlled by the diffusion of elements. Ferrite and pearlite are usually recognized as high temperature decomposition products. In the welding heat affected zone of low alloy steels, it is very rare for these two reactions to go to completion. The lower the welding heat input and the better the steel hardenability, the harder for these two reactions to reach completion.

At temperatures below $B_S$ temperature, the formation of bainite would take precedence over ferrite and pearlite. The untransformed austenite would start to transform into bainite. Bainite reaction is also a nucleation and growth transformation. Depending on the temperature at which bainite is formed, bainite is often further classified as upper bainite and lower bainite and they have different morphologies. Upper bainite is formed at higher temperatures and it consists of needles or ferrite laths with cementite precipitates between the laths. Lower bainite is formed at lower temperatures and it consists ferrite plates with very fine carbide dispersed in the plates. Like pearlite, bainite is not a phase but a mixture of ferrite and carbide and it is slightly harder than ferrite+pearlite structure.

As the temperature goes below $M_S$ temperature, the untransformed austenite starts to transform into martensite and bainite formation would most likely continue until there is no untransformed austenite. Martensite reaction is known to be athermal. The transformation is a function of temperature only. It is produced by shear movements of the austenite lattice, producing a body-centered tetragonal lattice. Martensite is considered a phase and is the hardest of all austenite decomposition products in steels.

Accurate modeling of the microstructure development would require knowledge
of the critical temperatures of phase transformations and the kinetics of austenite grain
growth and decomposition reactions. The following sections are dedicated to the
description of thermodynamics based models for computing multicomponent Fe-C-M
system equilibria, a semi-empirical kinetics model for austenite grain growth, and an
reaction kinetics model for austenite decompositions. All these models are with special
reference to low alloy steels.

3.2 Thermodynamics of Multicomponent Fe-C-M System Equilibria

There is more experimental information on phase equilibria in iron-base alloys
than in any other system. Nevertheless, it is still far from having full information on the
iron-base alloy phase diagrams. Thus it is always desirable to treat the available
information in such a way that the unknown parts of phase diagrams could be predicted
based on reasonable mathematical representations.

Mathematical representation for each individual phase in equilibria is of crucial
importance for success. It is always possible to describe the available information with
a desired precision and to obtain an adequate interpolation between the experimental
points. However, it is vital to work with a mathematical representation which is based
on a sound theoretical model so that reasonable extrapolations outside the experimental
range can be obtained. In developing such a mathematical representation, it is practically
impossible to work with a model which accounts for all the effects involved with a
satisfactory accuracy. Even if there exists such a description for a simple system, it may
be practically impossible to use it in a treatment of a system with more components.
Therefore, all the trivial aspects have to be eliminated while only the essence of the
thermodynamic equilibria remains. In general, one must accept working with fairly
simple expressions and it is always advisable not to use many parameters in order to
obtain good agreement with the available experimental information.\textsuperscript{[195]} The present state
of art in thermodynamic modeling has not gone beyond regular solution model with
Wagner formulation\textsuperscript{[196]} and subregular solution model by Hillert and Staffansson.\textsuperscript{[197]}

Scientists have observed three types of equilibria in low alloy steels. The
common perception of equilibrium requires full partitioning of all alloying elements. This type of equilibrium is often known as "ortho-equilibrium" (OE). However, substitutional alloying elements in low alloy steels diffuse much slower than interstitial elements such as carbon. Thus partitioning of substitutional alloying elements will be limited during $\gamma \rightarrow \alpha$ transformation at normal commercial cooling and transformation rates. Two distinct limiting cases have been recognized. The first is designated as "para-equilibrium" (PE) by Hultgren, Hillert, Hillert, and Aaronson et al. The second is designated as "no-partition local equilibrium" (NPLE) by Hillert, Popov and Mikhalev, and Purdy et al. PE is defined by a uniform carbon chemical potential and a continuous substitutional alloying element to iron mole fraction ratio at the transforming interface. NPLE is defined by a no-partition local equilibrium for all components at the interface which requires a corresponding steep diffusion profile spike of alloying elements ahead of the interface. In this research, only the ortho-equilibrium and para-equilibrium are considered and analyzed.

The austenite-ferrite equilibrium can be analyzed using the regular solution model with Wagner formalism, which, given the dilute nature of all alloying element additions and using empirical interaction parameters, is rigorous. The austenite-stoichiometric cementite equilibrium can be quantified using an integral of the Gibbs-Duhem equations together with empirical partition coefficients, or analyzed using the subregular solution model proposed by Hillert and Staffansson.

Kirkaldy and Baganis first successfully computed ortho-equilibrium $A_e$, temperature of steels with additions of Mn, Si, Ni, Cr, Mo and Cu based on Wagner formulation. They offered an analytical solution for low concentrations (total alloying element additions up to 2.5 wt%) and a general non-analytical computer solution for higher composition limits (total alloying element additions up to 7.0 wt%). In their computation, equilibrium equation for iron was treated as the key equation and was solved using Newton-Raphson method. Other equilibrium equations for carbon and alloying elements were solved using iteration schemes. Their computations compared favorably with observations on over 200 steels from international compendium.

Thermodynamic data of W, V, Nb, and Co were added to the model by Kirkaldy,
They devised a scheme based on Gibbs-Duhem equation to represent the deviation of $\text{Acm}$ curve from the binary Fe-$\text{Fe}_3\text{C}$ phase diagram. To calculate the eutectoid point, they kept the carbon content in austenite as a main variable. The eutectoid point was defined as the common point of the computed $\text{Ae}_3$ curve and $\text{Acm}$ curve. The temperature at this point was called $\text{Ae}_3$ temperature of the steel. The carbon content at this point was termed eutectoid composition. The computation was considerably simplified by introducing analytical approximations for binary Fe-$\text{Fe}_3\text{C}$ phase diagram and by neglecting self interactions in computing equilibria of carbon and substitutional alloying elements. Based on these assumptions, they proposed an simple equation to compute the partitioning coefficient of alloying elements for $\alpha$-$\gamma$ equilibrium.

It must be noted that the computed eutectoid "point" as defined by Kirkaldy, Thomson and Baganis\cite{205} was not based on strict sense of thermodynamic equilibria in a multicomponent system. In a multicomponent Fe-C-M system, eutectoid reaction does not occur at a fixed temperature and composition point, but within a temperature range. Further austenite decomposition to ferrite at temperatures lower than $\text{Ae}_3$ is not restrained in the isopleth of the same alloying element concentrations. The compositions of austenite and ferrite at a certain temperature can only be defined theoretically by a tie-line passing through the steel composition point in the multi-dimensional space. There is an $\alpha$-$\gamma$-cementite three phase region in the multicomponent phase diagram. If projected into three-dimensional Fe-C-X spaces, this region is made up of a stack of tie-triangles; the positions, at various temperatures, of the tie-lines bounding the triangles, mark out the boundary surfaces of the region and the corresponding corner positions of the triangle mark out the boundary curves. Each corner of the tie-triangle represents the composition of a phase.

All the aforementioned three types of equilibria were modelled by Hashiguchi \textit{et al.}\cite{206} with the regular solution model for the $\alpha$-$\gamma$ equilibria with Wagner formalism and a regular solution model for $\gamma$-cementite equilibria. The algorithms have been devised in their formulations to account for different equilibria. Better accuracy and consistency have been reported. Simplifications made by Kirkaldy, Thomson, and Baganis\cite{205} regarding the partitioning of alloying elements were also adopted in the work of
Hashiguchi et al. They defined $Ae_i$ temperature as the upper limit of the temperature range for the $\alpha + \gamma + \text{cementite}$ three phase region in a steel. Their computed $Ae_i$ temperatures were consistently higher than the measured ones which actually designated the lower limit of this range. They did not define nor compute the lower limit of this three phase eutectoid reaction region in steels.

A comprehensive review on computing multicomponent iron-base phase diagrams for hardenable steels and HSLA steels has been recently presented by Kroupa and Kirkaldy. The algorithm developed by Kirkaldy, Thomson and Baganis was used by Sugden and Bhadeshia and some citation and printing errors in the original publication were corrected. The computation accuracy was reportedly improved by introducing iteration method.

In this research, $Ae_i$ temperature is defined as the upper limit of the $\alpha + \gamma + \text{cementite}$ three phase region in the n-dimensional equilibrium phase diagram. The temperature at which austenite is completely decomposed to $\alpha + \text{cementite}$ is defined as $A_s_i$, which represents the lower limit of the $\alpha + \gamma + \text{cementite}$ three phase region in the n-dimensional phase diagram. The austenite composition at the $A_s_i$ temperature is thus defined as the eutectoid composition. Physically, $Ae_i$ and $A_s_i$ temperatures represent two limiting cases where steel composition point is located at tie-lines for $\alpha - \gamma$ equilibrium and $\alpha - \text{cementite}$ equilibrium. The practical significance of $Ae_i$ and $A_s_i$ temperatures is that they represent the asymptote of pearlite start and pearlite finish curves in a TTT diagram.

3.2.1 Basic Concept

This section is committed to the description of the computational thermodynamic model of multicomponent Fe-C-M equilibria for the prediction of equilibrium diagrams of steels with addition of alloying elements Mn, Si, Ni, Cr, Mo, Cu, W, V, Nb. The advantages of the thermodynamic method lie in its theoretical validity and simplicity, and its computation economy in predicting phase transformation related thermodynamic quantities such as $Ae_j$, $Ae_i$ temperatures and the eutectoid composition, and equilibrium amount of ferrite, cementite and austenite and the composition in each phase.
Simplifications made by Kirkaldy et al.\textsuperscript{[204-207]} are tested in this research by including newly available thermodynamic data.\textsuperscript{[209]}

In the following description, all the elements are designated with numbered subscripts, Fe the solvent as 0, C as 1, and substitutional alloying elements such as Mn, Si, Ni, Cr, Mo, Cu, W, V, and Nb as \(i=2,3,...,n\) respectively. The chemical potentials of iron and alloying elements are expressed using the regular solution model with Wagner\textsuperscript{[206]} expansions for the activity coefficients

\[
\mu_0 = 0G_0 + RT \ln X_0 - \frac{RT}{2} \sum_{i=1}^{n} \epsilon_{ii} X_i^2 - RT \sum_{i=2}^{n} \epsilon_{i1} X_i
\]

\[
\mu_1 = 0G_1 + RT \ln X_1 + RT \sum_{i=1}^{n} \epsilon_{ii} X_i
\]

\[
\mu_i = 0G_i + RT \ln X_i + RT \left( \epsilon_{i1} X_1 + \sum_{j=2}^{n} \epsilon_{ij} X_j \right) \quad (i=2 \text{ to } n)
\]

where \(0G_i\) is the standard free energy of element \(i\) in infinite dilute iron solution, and \(X_i\) denotes the mole fraction of element \(i\), \(\epsilon_{ij}\) the interaction coefficient between element \(i\) and element \(j\).

The Gibbs free energy of carbides (cementite) is described by the subregular solution model originally proposed by Richardson\textsuperscript{[210]} and by Hillert et al.\textsuperscript{[211]} This model is used in this research to model the \(\gamma\)-cementite equilibrium. In the formulation of this model, all thermodynamic quantities are referred to one mole of metal atoms. The carbide formula \(M_3C\) are thus rewritten as \(MC_{1/3}\). The chemical potentials of the carbides are expressed by

\[
\mu_{FeC_{1/3}} = \mu_{Fe} + \frac{1}{3} \mu_1 = 0G_{FeC_{1/3}} + RT \ln Y_0 + \sum_{i=2}^{n} A_{ii} Y_i^2
\]

\[
\mu_{MC_{1/3}} = \mu_i + \frac{1}{3} \mu_1 = 0G_{MC_{1/3}} + RT \ln Y_i + A_{ii} (1 - Y_i)^2
\]

In Equation 3.4 and 3.5, \(Y_0\) and \(Y_i\) \((i=2 \text{ to } n)\) are concentrations of metal elements in cementite expressed by \(Y_i = X_i/(1-X_i) = 4X_i/3\) for \(i=0, 2 \text{ to } n\), which represents the
fraction of lattice sites occupied by element i. The parameter $A_{oi}$ is the interaction coefficient between iron and the substitutional alloying element i in the carbides. Interactions between substitutional alloying elements are justifiably neglected.

3.2.2 $\alpha+\gamma$ Equilibria

Ortho-Equilibrium

By definition, $A_\alpha$ temperature designates the temperature at which, under equilibrium conditions, the $\gamma$ iron or austenite (fcc) solution for a given steel composition begins to decompose into $\alpha$ iron or ferrite (bcc). Consequently the $A_\alpha$ temperatures of a multicomponent system defines the bottom floor of the austenite field. It can be computed according to the rigorous thermodynamic model for multicomponent system.

The ortho-equilibrium between $\alpha$ and $\gamma$ phases is defined by

$$\mu_i^\alpha = \mu_i^\gamma \quad (i=0 \text{ to } n) \quad (3.6)$$

In the computation of $A_\alpha$ temperature of a steel, $X_i^\gamma$ are all known as the steel composition. In these $n+1$ equations, there are $n+1$ unknowns which include $n$ number of $X_i^\alpha$ and temperature. Theoretically, all these unknowns can be determined from the $n+1$ equations.

The key equation in computing $A_\alpha$ temperature of steels is the equilibrium equation for iron ($i=0$) to which all alloying elements contributed

$$\frac{\Delta G_0^\alpha-\gamma}{RT} + \ln \frac{1 - \sum_{i=1}^{n} X_i^\alpha}{1 - \sum_{i=1}^{n} X_i^\gamma} + X_1^\alpha \sum_{i=2}^{n} \epsilon_{1i}^\alpha X_i^\alpha - X_1^\gamma \sum_{i=2}^{n} \epsilon_{1i}^\gamma X_i^\gamma$$

$$+ \frac{1}{2} \sum_{i=1}^{n} \epsilon_{ii}^\alpha (X_i^\alpha)^2 - \frac{1}{2} \sum_{i=1}^{n} \epsilon_{ii}^\gamma (X_i^\gamma)^2 = 0 \quad (3.7)$$

This equation is nonlinear and can be solved using Newton-Raphson method. At each
trial temperature, equations for alloying elements (i = 1 to n) are first solved using iteration method to obtain the mole fractions of alloying elements in ferrite phase. To reduce the number of iterations, the iteration starts with the first order approximations provided by Kirkaldy et al. \[207\]

\[
X_i^\alpha = \frac{X_i^\gamma \exp\left(\frac{\Delta^0 G_i^\alpha - \gamma}{RT} + \epsilon_{i1} X_i^\gamma\right)}{1 + \epsilon_{i1} X_i^\gamma \exp\left(\frac{\Delta^0 G_i^\alpha - \gamma}{RT}\right)}
\] (3.8)

and

\[
X_i^\alpha = \frac{X_i^\gamma \exp\left(\frac{\Delta^0 G_i^\alpha + \epsilon_{i1} X_i^\gamma}{RT}\right)}{1 + \epsilon_{i1} X_i^\gamma}
\] (3.9)

Iterations are then conducted for the equilibria of alloying elements (i = 1 to n) until converged solutions for \(X_i^\alpha\) are obtained. Normally convergence is obtained within 10 iterations. Convergence may become a problem for steels with more than 1.5 wt% Si addition and with medium or high carbon concentration.

Solutions obtained in this method are considered more accurate than those computed by Kirkaldy et al. \[206,207\] because this algorithm accounts for the self interaction of alloying elements in different phases and interaction between carbon and alloying elements in different phases. The simplifying assumptions made by Kirkaldy et al. in deriving approximations for alloying element partitioning coefficients are therefore released.

Two equations regarding the mole fraction of iron in different phases are then added to the system

\[
X_0^\gamma = 1 - \sum_{i=1}^{\alpha} X_i^\gamma
\] (3.10)
\[ X_0^a = 1 - \sum_{i=1}^{n} X_i^a \] (3.11)

Then computed \(X_i^a\) and \(X_i^\gamma\) \((i = 1 \text{ to } n)\) are substituted into Equation 3.7 to determine the only unknown variable, \(T\), the \(Ae_3\) temperature.

**Para-Equilibrium**

Para-equilibrium is defined in Equation 3.12, 3.13, 3.14 according to the free energy construction by Gilmour\[212\]

\[ \mu_i^\gamma = \mu_i^a \] (3.12)

\[ \frac{X_i^a}{X_0^a} = \frac{X_i^\gamma}{X_0^\gamma} = \frac{X_i}{X_0} = k_i \] (3.13)

\[ X_0^\gamma (\mu_0^\gamma - \mu_0^a) + \sum_{i=2}^{n} X_i^\gamma (\mu_i^\gamma - \mu_i^a) = 0 \] (3.14)

The carbon mole fraction in ferrite can be determined using the same approach as in computing ortho-equilibrium \(Ae_3\) temperature.

Summing \(X_i\) from \(i = 2\) to \(n\) using relations in Equation 3.13 yields

\[ \sum_{i=2}^{n} X_i = 1 - X_0 - X_1 = X_0 \sum_{i=2}^{n} k_i \] (3.15)

Solving for \(X_0\), one obtains

\[ X_0 = \frac{1 - X_1}{1 + \sum_{i=2}^{n} k_i} \] (3.16)

\[ X_i = \frac{k_i (1 - X_0)}{1 + \sum_{i=2}^{n} k_i} \] (3.17)
Equation 3.16 and 3.17 are true in both $\alpha$ and $\gamma$ phases. Thus all the terms in Equation 3.14 are solved from Equation 3.12, 3.16 and 3.17 using iteration method. The temperature for $\alpha$-$\gamma$ para-equilibrium, defined as $A_P$, can then be obtained by solving Equation 3.14 using Newton-Raphson method. It was also noted that convergence becomes a problem for steels with more than 1.5 wt% Si addition and with medium or high carbon concentration.

3.2.3 $\alpha+\gamma+$cementite Equilibria

Ortho-Equilibrium

At temperatures below $Ae_3$, further decomposition of austenite into ferrite will change the composition of both phases. These composition changes in $\alpha$ and $\gamma$ phases under equilibrium can still be described by Equation 3.7, 3.8, and 3.9. Same approaches described in section 3.2.2 are used for computing $\alpha$ and $\gamma$ equilibrium. The only difference is that in this case, both $X_i^{\gamma}$ and temperature are set as trial parameters.

In the computation of $Ae_t$ and $A_s_t$ temperatures, $n$ more unknowns, $X_i^{cem}$, are added to the nonlinear equation system. But they are related to the steel composition and $X_i^{\alpha}$. In the computation of $Ae_t$ temperature, points $(X_i^{\gamma}, X_i^{\alpha})$ and $(X_i^{\gamma}, X_i^{cem})$ are at the two ends of a tie-line in the $n$-dimensional phase diagram going through the alloy composition $(X_i, X_j)$. Thus these coordinates are related by the lever rule:

$$X_i^{\gamma} - X_i^{\alpha} = \frac{X_i^{\gamma} - X_i^{cem}}{X_i^{\gamma} - X_i^{\alpha}} (X_i^{\gamma} - X_i)$$

(3.18)

This adds $n-1$ more equations to the system and they can be solved along with Equation 3.8 and 3.9. Similarly in the computation of $A_s_t$ temperature, points $(X_i^{\gamma}, X_i^{\alpha})$ and $(X_i^{cem}, X_i^{cem})$ are at the two ends of a tie-line for $\alpha$-cementite equilibrium in the $n$-dimensional phase diagram going through the alloy composition $(X_i, X_j)$. Equations
are added to the equation system and they are solved along with Equation 3.8 and 3.9.

The equilibrium between cementite and $\gamma$ is expressed by substituting Equation 3.1 and 3.3 into 3.4 and 3.5. This yields

$$\frac{1}{3} (3^0 G_{FeC_{0.8}}^{cem} - 3^0 G_{Fe}^\gamma - 3^0 G_{C}^\gamma) + RT \ln \frac{Y_0^{cem}}{X_0^\gamma} - \frac{1}{3} RT \ln X_1^\gamma + \sum_{i=2}^{n} A_i^{cem} Y_i^{cem^2}$$

$$+ RT \sum_{i=1}^{n} \left( \frac{1}{2} e_ii X_i^\gamma \right) = 0$$

(3.20)

$$\frac{1}{3} (3^0 G_{MnC_{0.8}}^{cem} - 3^0 G_{Mn}^\gamma - 3^0 G_{C}^\gamma) + RT \ln \frac{Y_i^{cem}}{X_i^\gamma} - \frac{1}{3} RT \ln X_1^\gamma + A_i^{cem} (1 - Y_i^{cem})^2$$

$$- \sum_{i=1}^{n} \left( \frac{1}{3} \sum_{j=1}^{n} e_{ij} Y_i^\gamma X_i^\gamma \right) = 0$$

(3.21)

The key equations for the computation of $Ae_i$, $As_i$ temperatures are Equation 3.7 and 3.20. They are solved together with Newton-Raphson method. For each trial temperature and carbon mole fraction in austenite, $X_i^\gamma$, mole fractions of alloying elements in ferrite and austenite phases are computed by solving Equation 3.18 or 3.19, and 3.6 for $i=1$ to $n$ using iteration method. The computed mole fractions of alloying elements in austenite, $X_i^\gamma$ are then substituted into Equation 3.21 to solve for the values of all the molar ratios of alloying elements in cementite, $Y_i$'s, using iteration method. Note that $Y_{Si}$ and $Y_{Cu}$ are set to zero because both Si and Cu and known not to dissolve in cementite. Thus Equation 3.7 and 3.20 only contain two unknown variables, $T$ and $X_i^\gamma$, which are the $Ae_i$ or $As_i$ temperature and the austenite composition at this temperature. The austenite composition at $As_i$ is defined as the eutectoid composition in this research.
Para-Equilibrium

The definitions of $A_{e1}$, $A_{o1}$ and the eutectoid composition under ortho-equilibrium are also adopted in para-equilibrium computation. In a similar method as for ortho-equilibrium, they are determined using Newton-Raphson method.

The para-equilibrium conditions for $\gamma$ and cementite are expressed as

$$X_i^{\gamma}/X_0^{\gamma} = Y_i/Y_0 = X_i/X_0 = k_i$$  \hspace{1cm} (3.22)

except for Si and Cu, ($Y_{Si}$ and $Y_{Cu}$ are set to zero) and

$$X_0^{\gamma}(\mu^{cem}_{FeC_{u0}} - \mu_0^{\gamma} - \frac{1}{3}\mu_1^{\gamma}) + \sum_{i=2}^{n} X_i^{\gamma}(\mu^{cem}_{MC_{u0}} - \mu_i^{\gamma} - \frac{1}{3}\mu_i^{\gamma}) = 0$$  \hspace{1cm} (3.23)

In a similar procedure as for $\alpha\rightarrow\gamma$ para-equilibrium, equation 3.22 results in

$$X_i^{\gamma} = \frac{(1 - X_i^{\gamma})k_i}{1 + \sum_{i=2}^{n} k_i}$$  \hspace{1cm} (3.24)

and

$$Y_i^{cem} = \frac{k_i}{1 + \sum_{i=2}^{n} k_i}$$  \hspace{1cm} (3.25)

in which $Y_i$ is constant and $X_i^{\gamma}$ is a function of $X_i^{\gamma}$ only. Thus Equation 3.14 and 3.23 only contain two unknowns, $T$ and $X_i^{\gamma}$. They are solved using Newton-Raphson method.

3.2.4 Thermodynamics Data

There are considerable discrepancies in the reported experimental and calculated thermodynamic values for Fe-C-M multicomponent systems. There exist a number of errors in the thermodynamic data cited by Kirkaldy, Thomson and Baganis and some of those have been pointed out and corrected by Sugden and Bhadeshia. The accuracy
and consistency of the thermodynamic data set significantly affect the accuracy of predictions. Therefore careful evaluation of the thermodynamic data set is necessary and has been done in this research.

The temperature dependent standard Gibbs free energy change $\Delta^0G$ for the $\alpha \rightarrow \gamma$ phase change of pure iron solution have been calculated by Weiss and Tauer, Smith and Darken, Kaufman, Clougherty, and Weiss, Orr and Chipman, and Harvig. The results of different sources compare very well with each other. The data presented by Harvig are tabulated in Table 3.1 and are used in this research.

The standard molar Gibbs free energy changes $\Delta^0G_i$ for alloying element $i$ in infinite dilute iron-base solution for $\alpha \rightarrow \gamma$ phase change have been experimentally measured from binary Fe-M phase diagrams using different mathematical formulations.

The data provided by Kirkaldy and his coworkers were evaluated based on commonly used regular solution model

$$\mu_i = ^0G_i + RT \ln X_i + E_{G_i}$$  \hspace{1cm} (3.26)$$

The first order Taylor expansion due to Wagner applied to the logarithm of the activity coefficient of every element in the dilute iron-base solution yields

$$E_{G_i} = RT \ln \gamma_i = \sum_{j=1}^{n} c_{ij} X_j$$  \hspace{1cm} (3.27)$$

which accounts for the deviation from the ideal solution for element $i$. Equation 3.26 is the general form of Equation 3.1, 3.2 and 3.3. Wagner interaction parameter $c_{ij}$'s are normally used effectively as empirical parameters in thermodynamic analysis of alloy systems. Considering a system composed of solvent 0 and $n$ alloying elements, $\Delta^0G_{i,\alpha \rightarrow \gamma}$ can be evaluated by

$$\frac{\Delta^0G_{i,\alpha \rightarrow \gamma}}{RT} = \ln \frac{X_i^\alpha}{X_i^\gamma} + \ln \frac{\gamma_i^\alpha}{\gamma_i^\gamma}$$  \hspace{1cm} (3.28)$$

In their computation, Kirkaldy and his coworkers neglected the interactions
of different substitutional alloying elements. They argued that the interactions of different substitutional elements should be small compared to those between metal and carbon. Also, due to the different signs of the interaction parameters, the interactions may very well cancel each other. Their computation results showed that the interaction parameters affected the \( \Delta T \) temperature by only a few degrees, thus the error introduced by not including interactions between substitutional alloying elements is of the same order as the experimental uncertainty in measuring the \( \Delta T \). Furthermore, Kirkaldy and Baganis had taken \( \epsilon \) as zero. This is a justifiable assumption because eventually \( \epsilon \) is multiplied by the very low concentration of carbon in ferrite. With or without this assumption, the computational result is essentially the same. Also because the interactions between alloying elements and carbon are normally not known, they are assumed to be the same as those in austenite. The thermodynamic data set used by Kirkaldy and Baganis\(^{206,207}\) are tabulated in Table 3.2.

Probably the most complete and accurately measured thermodynamic data to date were presented by Uhrenius.\(^{209}\) All the data in this compendium were measured based on the subregular solution model originally developed by Hillert and Staffansson.\(^{197}\) This model is a generic representation for ionic melts and interstitial solid solutions and is based on the use of atomic ratios rather than atom fractions. Thus the concentration of an interstitially dissolved element is expressed by the fraction of interstitial sites occupied by that element. As an example, ferrite has three interstitial sites for carbon per metal atom (lattice site) whereas austenite has only one. This means that a certain carbon content should be expressed differently in these two cases. This is done by the ratio \( c/a \) where \( a \) denotes the number of metal atoms per mole and \( c \) the corresponding number of interstitial sites per mole of metal atoms available. Thus \( c/a = 1 \) for austenite and \( c/a = 3 \) for ferrite. The molar ratios \( Y_i \) are defined by

\[
Y_M = \frac{X_M}{(1 - X_C)} \quad (3.29)
\]

and

\[
Y_C = \frac{a/c \cdot X_c}{(1 - X_C)} \quad (3.30)
\]

The subscript \( M \) stands for iron and substitutional alloying elements and \( C \) for carbon.
Xi denotes the mole fraction of element i. The chemical potential of the components can be derived from the expression for the integral Gibbs free energy as given by Hillert and Staffansson[197]

\[
\mu_{Fe} = 0G_{Fe} + RT\ln Y_{Fe} + c/aRT\ln(1 - Y_1) + E_{G_{Fe}} \tag{3.31}
\]
\[
\mu_{C} = 0G_{C} + RT\ln\left[\frac{Y_C}{(1 - Y_C)}\right] + E_{G_C} \tag{3.32}
\]
\[
\mu_{M} = 0G_{M} + RT\ln Y_{M} + c/aRT\ln(1 - Y_1) + E_{G_{M}} \tag{3.33}
\]

The excess energies terms are given by

\[
E_{G_{Fe}} = -Y_{M}Y_{C}\left[\Delta G_{M} + 0L_{FeM}^{0}L_{FeM}^{0}L_{Cv}^{0}L_{Cv}^{0} + (1 - 2Y_{M})(1L_{FeM}^{0}1L_{FeM}^{0})\right]
+ Y_{M}^{2}0L_{FeM}^{2} + (3 - 4Y_{M})^{1}L_{FeM}^{1} + Y_{M}^{2}L_{Cv}^{2} + 2Y_{M}Y_{C}(L_{Cv}^{M} - L_{Cv}^{Fe})
+ 2Y_{M}Y_{C}(0L_{FeM}^{0}0L_{FeM}^{0} + (2 - 3Y_{M})(1L_{FeM}^{0}1L_{FeM}^{0})) \tag{3.34}
\]
\[
cE_{G_{C}} = (1 - 2Y_{C})L_{Cv}^{Fe} + Y_{M}(\Delta G_{M} + 0L_{FeM}^{0}0L_{FeM}^{0}L_{Cv}^{0}L_{Cv}^{0})
+ 2Y_{M}Y_{C}(L_{Cv}^{Fe} - L_{Cv}^{M}) + Y_{M}^{2}(0L_{FeM}^{0}0L_{FeM}^{0}) \tag{3.35}
\]
\[
E_{G_{M}} = Y_{Fe}Y_{C}\left[\Delta G_{M} - 0L_{FeM}^{0}0L_{FeM}^{0} + (1 - 2Y_{M})(1L_{FeM}^{0}1L_{FeM}^{0}) + L_{Cv}^{M}L_{Cv}^{Fe}\right]
+ Y_{Fe}^{2}0L_{FeM}^{2} + (1 - 4Y_{M})^{1}L_{FeM}^{1} + Y_{C}^{2}L_{Cv}^{2} + 2Y_{Fe}Y_{C}(L_{Cv}^{Fe} - L_{Cv}^{M})
+ 2Y_{Fe}^{2}Y_{C}(0L_{FeM}^{0}0L_{FeM}^{0} + (1 - 3Y_{M})(1L_{FeM}^{0}1L_{FeM}^{0})) \tag{3.36}
\]

The parameter \( \Delta G_{M} \) is a difference between four standard states.

\[
\Delta G_{M} = 0G_{Fe} + 0G_{MC_{Fe}} - 0G_{FeC_{Fe}} - 0G_{M} \tag{3.37}
\]

Two of these, \( MC_{Fe} \) and \( FeC_{Fe} \), are hypothetical because all the interstitial sites in ferrite and austenite cannot be filled with carbon. Instead, the whole expression for \( \Delta G_{M} \) may be regarded as a parameter representing the interaction between carbon and the substitutional alloying element. The \( L \) parameters are also interaction parameters, e. g., \( L_{Cv}^{Fe} \) represents the interaction between carbon atoms and vacancies when the metal lattice is completely filled with iron atoms.
Comparing Hillert and Staffasson's subregular solution model to the regular solution model with Wagner formulation, the standard Gibbs free energy change of element i in infinite dilute iron-base solution for \( \alpha \rightarrow \gamma \) phase change can be derived by the limiting case \( Y_0 \rightarrow 1.0 \) and \( Y_i \rightarrow 0 \) (i=1,2,...n).

\[
\Delta G_i^{\alpha \rightarrow \gamma} = \Delta G_i^{\gamma} + \ln(a/c) - \ln(a/c) \quad (3.38)
\]

\[
\Delta G_M^{\alpha \rightarrow \gamma} = \Delta G_M^{(\gamma)}(p.c.) - \Delta G_M^{(a)}(p.c.) + \Delta L_{FeM}^{(\gamma)} + \Delta L_{FeM}^{(a)} - \Delta L_{FeM}^{(a)} \quad (3.39)
\]

\[
\varepsilon_{ii} = \frac{a+c}{c} + \frac{1}{RT} \frac{\partial E_{G_i}}{\partial X_i} = a + c \left( \frac{2L_{Fe}^{Fe}}{c^2RT} \right) \quad (3.40)
\]

\[
\varepsilon_{ii} = \frac{1}{RT} \frac{\partial E_{G_i}}{\partial X_i} = \frac{\Delta G^{c} - \Delta G^{M} - \Delta G^{L_{FeM}} + \Delta G^{L_{FeM}} - \Delta G^{L_{FeM}} - \Delta G^{L_{FeM}}}{cRT} \quad (3.41)
\]

\(^G_i^{\alpha \rightarrow \gamma}\) data set evaluated from Equation 3.38 and 3.39 are tabulated in Table 3.3. They are in good numerical agreement with the values presented in Table 3.2. In this research, the \(^G_i^{\alpha \rightarrow \gamma}\) values in Table 3.2 are used in the computations because they are more consistent with the formulation of this model.

Other thermodynamics data used in the computations are tabulated. The standard magnetic entropy of \( \alpha \) iron is taken from the tabulation of Weiss and Tauer\(^{19}\) (Table 3.4). Interaction coefficients evaluated from Equation 3.40, 3.41, and 3.42 are tabulated in Table 3.5 and 3.6 based on the data presented by Uhrenius\(^{209}\). With the availability of these data, it is possible to evaluate and release the simplifications made by Kirkaldy and his coworkers\(^{204-206}\) in their calculations. The standard free energy change between cementite and \( \gamma \) phase are presented in Table 3.7 from the data presented by Uhrenius\(^{209}\). Interaction coefficients between iron and substitutional alloying elements in cementite are presented in Table 3.8. They were evaluated from the values by Uhrenius\(^{209}\).
3.3 Austenite Grain Growth

The austenite grain size is a very important microstructure factor for austenite decomposition reactions because grain boundaries provide nucleation sites for phase transformations. Thus it is always desirable to predict prior austenite grain growth in order to predict the microstructure development. This section is to present the kinetics theory and parameters for austenite grain growth in low alloy steels.

There are basically two types of grain growth, normal and abnormal. Normal grain growth begins with a structure of uniformly distributed and randomly oriented fine grains. All grains would literally grow at the same rate and the distributions of grain size and grain shape do not change with time. Literally, normal growth is equivalent to photographic enlargement. The driving force for normal growth is the energy contained in grain boundaries. Occasionally abnormal grain growth, which is characterized by the growth of just a few grains, can occur when normal grain growth has been slowed or stopped either by fine precipitates or other interfaces. These grains, usually larger than the surrounding ones or in better orientation, grow and consume the surrounding fine grains until all the original fine grains are replaced. The grain growth after unpinning is dramatically different from that during inhibition.\(^{[218]}\)

It is well understood that grain growth in polycrystalline metals is controlled by the migration of atoms and is a thermally activated process. Hence grain growth has been studied from kinetic perspectives.

In a single-phase metal, the rate at which the mean grain diameter increases with time depends on the grain boundary mobility and the driving force for boundary migration. Burke\(^{[219,220]}\) established that the driving force of grain growth in annealed copper and copper alloys was essentially the surface energy of the grain boundaries, which impelled the boundaries to migrate towards their respective centers of curvature. His work was followed by Feltham et al.\(^{[221,222]}\) It was assumed in this type of elementary model that the mean curvature radius of all the grain boundaries was proportional to the mean grain diameter D, and the mean driving force for grain growth will be proportional to \(2\gamma/D\). This was expressed by
\[ v = \frac{dD}{dt} = \alpha M \Delta G = \alpha M \frac{2\gamma}{D} \]  

(3.43)

where \( v \) is the moving velocity of the grain boundary, \( \alpha \) is a proportionality constant of the order of unity, \( M \) is the mobility of the boundary, \( \gamma \) the surface energy of the grain boundary, and \( t \) is the time.

This equation states that the rate of grain growth is inversely proportional to \( D \) and increases rapidly with increasing temperature due to increased boundary mobility. Taking \( D = D_0 \) when \( t = 0 \), integration of Equation 3.43 gives

\[ D^2 - D_0^2 = Kt \]  

(3.44)

where \( K = 4\alpha \gamma M \).

Theoretically Equation 3.44 can only be used to describe normal grain growth. To bring this equation closer to reality, like the grain growth in weld heat affected zone, Ashby and Easterling introduced a fudge factor to deal with the pinning of grain boundary by precipitates. They took a simple thermodynamic approach to compute the precipitate dissolution temperature \( T_{\text{DISS}} \) based on the type of precipitates and steel composition. Also incorporated in their algorithm is the superheating factor, \( f \), to account for the superheating caused by fast heating during welding. When temperature is lower than \( T_{\text{DISS}} \), grain growth is neglected. When temperature exceeds \( T_{\text{DISS}} \), grain growth is then described by Equation 3.44.

Experimentally, Beck et al. found that grain growth in aluminum alloys follows a relationship of the form

\[ D^n - D_0^n = Kt \]  

(3.45)

where \( K \) is a proportionality constant which increases with temperature. Since grain growth is a thermally activated diffusional process, \( K \) in both Equation 3.44 and 4.45 is usually expressed in Arrhenius rate equation

\[ K = K_0 \exp\left(-\frac{Q}{RT}\right) \]  

(3.46)

where \( K_0 \) is a constant, \( Q \) is the activation energy for the grain growth, \( R \) is the gas
constant, $T$ is temperature in Kelvin.

Allegedly Equation 3.45 can be used to describe normal grain growth, abnormal grain growth after unpinning and during inhibition. The value of $n$ for metals are found to be temperature dependent and decreases with temperature approaching a minimum of 2 as the melting temperature is approached. Elementary kinetics model is equivalent to experimental kinetics model with $n=2$. This corresponds to the limiting case where the grain boundary migration rate is directly proportional to the driving force. However, the experimentally determined values of $n$ are usually greater than 2, vary from 2 to up to 20, and only approach 2 in very pure metals and at very high temperatures. The reasons for this are not fully understood. The most likely explanation is that the velocity of grain boundary migration rate $v$ is not a linear function of the driving force, $\Delta G$. This means that the grain boundary mobility $M$ in Equation 3.43 is not a constant but varies with $\Delta G$ and therefore also with the instantaneous grain size $D$. Such variation of $M$ could arise from solute drag effects.

Studies of grain boundary migration by Hu and Rath in zone-refined aluminum crystals have shown that the boundary velocity is a power function of the driving force:

$$v = \alpha M(\Delta G)^m$$

They have shown that the exponent $n$ and $m$ are related by the expression

$$m = n - 1$$

Empirical models are more generalized and adjustable for modeling the growth of austenite grains. However, because of the complications caused by different microstructure constituents in steels, the growth of austenite grains have not been studied thoroughly. Wide range of kinetic values $n$, $Q$, and $K_0$ have been reported in the literature and they are compiled in Table 3.9 regarding austenite grain growth in different types of steels.

Hannerz and Kazinczy first studied kinetics of austenite grain growth in cast and forged steels containing various amounts of grain refining elements. The investigated temperature range was 950 to 1250 °C and the time range 10 to $10^7$ seconds.
They found grain growth inhibition at two grain size levels, 15-25 μm and ~100 μm. The former was attributed to the dispersion of carbide or nitride precipitates, the latter to slag inclusions which are normally very stable oxides. The types of grain growth were observed and were characterized by different $n$ values. It was reported $n=6$ for normal grain growth, $n=1-2$ for abnormal grain growth after unpinning. A very slow grain growth with $n=20$ occurring during inhibition. Grain growth inhibition at 100 μm was also observed by Meyers in his air melted steels and attributed to fine dispersion of refractory oxides.\(^{[229]}\)

Maynier and his coworkers at Creusot-Loire\(^{[115-118]}\) found the activation energy for austenite grain growth to be dependent on molybdenum content. The activation energy was found to be 110 kcal/mol for low alloy steels. They did not, however, report their $K_0$ value.

Ikawa, et al.\(^{[164,165]}\) studied grain growth in the weld heat affected zone of HT80 steel using grain growth equation they derived with $n=4$. They observed 60-80% of the total amount of grain growth occurred in heating cycle. In cooling cycle, grain growth was nearly completed when temperature falls to 90-95% of peak temperature. During welding thermal cycle, grain growth rate increased rapidly as temperature rose, taking a maximum value just before the peak temperature and decreases rapidly as temperature falls. Their calculated grain size is larger than measured in the region adjacent to the fusion line. They attributed this to the partially melting of the grain boundaries at fusion line which restrains grain growth in the adjacent region in the HAZ side. Savage\(^{[230]}\) has also articulated this theory based on the solidification characteristics of weld fusion zone.

Saito and his coworkers at the Kawasaki Steel\(^{[155]}\) devised the grain growth equation based on $n=10$ for C-Mn hot rolled steels. Different activation energy and $K_0$ values are used for temperatures above and below 1100 °C.

Alberry and his collaborators\(^{[167]}\) conducted probably the most comprehensive investigation on austenite grain growth of Cr-Mo-V steels in the temperature range from 1118 to 1303 °C using thermal simulation technique. They measured all the grain growth parameters under isothermal conditions. However, their so derived grain growth equation predicted much larger weld HAZ grain sizes than they had measured.
experimentally. They attributed this discrepancy to the steep thermal gradients in the weld heat affected zone. Thus they modified the grain growth equation by optimizing exponent $n$ to match the calculated grain size with the measured in weld HAZ.

Based on their studies on austenite grain growth during heat treatments, DeAndrés and Carsi\cite{19} developed a simple relationship to link ASTM grain size with austenitizing temperature and holding time. They differentiated the steels with grain growth modifiers from those without to account for the grain size effect. The ASTM grain size of prior austenite is calculated by

$$G = \frac{a}{T} + b \ln t + c$$

(3.49)

where $a$, $b$, and $c$ are constants depending on whether the steel has grain growth modifiers. Their austenitizing temperature range was 800 to 950 °C and time range 30 minutes to 4 hours. Equation 3.49 is identical to and can be derived from Equation 3.45. Thus the $n$, $Q$ and $K_u$ values can be derived from their published $a$, $b$, $c$ values. Meanwhile, the reported $n$, $Q$ and $K_u$ values can also be fitted into Equation 3.49 to obtain constants in Equation 3.49.

Rézt, Bobok and Gergely\cite{20} presented a computational method for the austenite grain growth of carbon steels during non-isothermal conditions based on their isothermal studies. Their grain growth equation is the same as the empirical grain growth model and they have incorporated this model into a comprehensive computerized system for properties prediction and technology planning in heat treatment of steels.\cite{21}

Akselsen et al.\cite{22} discussed the assumptions of predicting weld HAZ grain size by integrating isothermal grain growth equation and the inconsistency of reported grain growth parameters. They pointed out the fact that much wider temperature range is experienced by weld HAZ than regular heat treatment, and in this wide temperature range, all the grain growth parameters are not necessary constant and are normally temperature dependent. Although this problem can be overcome by calibrating $n$ to 2 and fitting integral at fixed points to specific data through adjusting $Q$ value,\cite{23} an experimental verification of the various approximations involved is lacking.
Consequently they called for closer examination of the mechanisms controlling austenite grain growth.

Based on the austenite grain growth studies in the literature, it is recognized that there exists no simple grain growth model which can be generically applied to the prediction of austenite grain growth in heat treatment workpieces or in the welding heat affected zones. Austenite grain growth kinetics varies from steel to steel and has to be characterized individually if accurate information is required.

In this research, a semi-empirical approach is adopted to model the growth of austenite grains in the heat affected zones. Newly formed austenite grains are assumed to be pinned by carbide or nitride precipitates until complete dissolution. A modified Ashby-Easterling relationship is used to calculate the dissolution temperature

\[ T_{\text{DISS}} = \frac{B}{A - \log(C_M^{a}C_C^{b})} + \Delta T \]  

(3.50)

where \( A \) and \( B \) are the constants of the solubility product, \( C_M \) and \( C_C \) refer to the concentration of metal and non-metal species in the material being used to form the precipitates, indexed by their respective precipitate stoichiometries, \( a \) and \( b \), \( \Delta T \) is the superheating temperature required for the complete dissolution of precipitates in welding heat affected zone due to fast heating rates. Parameter \( A \) and \( B \) for the computation of \( T_{\text{DISS}} \) are tabulated in Table 3.10.\[^{170}\]

It is assumed that the austenite grain size in the intercritical region and up to the dissolution temperature, \( T_{\text{DISS}} \), remain at the as-recrystallized size of the steel, \( D_0 \), which is approximately 5 microns for most modern steels.\[^{177}\] A not unreasonable superheating value \( \Delta T \) of 200 °C is used in this research. After complete dissolution of carbide and nitride precipitates at \( T_{\text{DISS}} \), austenite grains are assumed to grow during the heating cycle and the growth of austenite grains satisfy Equation 3.45. Parameters reported by Ikawa \textit{et al.}[^{163-165}] are used. Austenite grain growth in weld heat affected zones is assumed to take place only during the heating. This assumption is based on the experimental observation and computational studies by Ikawa \textit{et al.}[^{163-165}]

Even with such restrictions, the predicted austenite grain sizes are still too big
comparing to the experimentally observed in the grain coarsened region where peak temperatures exceed $T_{\text{diss}}$. Experimentally it was found that the prior austenite grain sizes are quite uniform in the grain coarsened heat affected zone and the average grain size is 105 microns independent of the preheat temperature or interpass temperatures. This may be related to the pinning effect caused by the dispersion of oxides in the steel.\cite{228,229} Consequently, austenite grain growth is assumed to stop whenever grain size reaches 105 microns.

The approach used in this research to model the austenite grain growth is semi-empirical and is applicable to the specific steel. It is believed that its methodology should generically applicable in the modeling of austenite grain growth in weld heat affected zones. Experimental verification should be conducted whenever possible.

### 3.4 Reaction Kinetics of Austenite Decomposition

When austenite is cooled below $A_e_1$ temperature, it will start to decompose. The possible transformation products which may be obtained, depending on the cooling rates and composition, include ferrite, pearlite, bainite and martensite. Ferrite and pearlite are normally regarded as equilibrium transformation products at room temperature for low alloy steels. They are actually metastable. The stable equilibrium phases at room temperature for most carbon steels are carbon as graphite and iron. Ferrite and pearlite are formed at high temperatures through diffusional transformations. Martensite, on the other hand, is formed at low temperatures through so-called shear or diffusionless mechanism. Bainite is formed at medium temperatures. There has been considerable debate regarding the mechanisms of bainite transformation. It is well known that bainite transformation has some of the characteristics of both diffusional and shear (martensitic) transformations.

#### 3.4.1 Basics of Phase Transformation Kinetics

A very closely associated term for diffusional transformation is nucleation and
growth. Ferrite, pearlite, and bainite reactions may all be classified as nucleation and
growth reactions. A nucleation and growth reaction may be continuous or discontinuous.
In a continuous reaction, the transformation product is of different composition and the
untransformed material has gradually changing composition. While in a discontinuous
reaction, the transformation product has the same average composition as the
untransformed material, and the untransformed material has the original composition
except for a short distance from the advancing interface. An excellent review on the
phase transformation kinetics has recently been published by Kirkaldy. (233)

The first mathematical model for phase transformation was derived by Johnson
and Mehl. (153) This model pertains to reactions in which nuclei form at random
throughout the matrix, without regard for the matrix structure and is limited to the
process of congruent freezing and to recrystallization in pure metals and in one-phase
alloys. Also assumed in their derivation are that the nucleation rate \( N_v \) and the radial
growth rate \( G \) are constant throughout the reaction. The reaction products were assumed
to be growing spheres before impinging others. Thus they derived the reaction rate
equation

\[
X(t) = 1 - \exp\left(-\frac{\pi}{3} N_v G^3 t^4\right)
\]

where \( X \) is the fraction of transformed metal, and \( t \) is the time. Equation 3.50 is often
referred to as Johnson-Mehl relation.

Almost at the same time as Johnson-Mehl developed their expression for phase
transformation, Avrami (148, 149) derived a similar but more general expression for phase
transformations

\[
X(t) = 1 - \exp(-kt^n)
\]

where \( k \) and \( n \) are constants depending on the nucleation sites. This equation is often
called Avrami equation.

Cahn (154) examined the assumptions made in deriving Johnson-Mehl relation and
Avrami equation and he made some modifications to account for time dependent and
time-independent nucleation rates. He concluded that the reaction rate is independent
of the nucleation rate at high nucleation rates but approaches Johnson-Mehl relation at low nucleation rates. The conditions which determine which type of site will produce the most nuclei, and hence determine the reaction rate, were discussed. Experimental studies showed that nucleation in many systems occurs early in the reaction at grain boundaries. This fact is called site saturation. Cahn\textsuperscript{[234]} demonstrated that this type of system will quite often obey the additivity rule originally proposed by Avrami\textsuperscript{[148,149]} and Scheil.\textsuperscript{[147]}

It must be noted that rate laws expressed by Johnson-Mehl\textsuperscript{[153]} and by Avrami\textsuperscript{[148,149]} are not limited to steels but discontinuous phase transformations. Avrami equation has been used by many researchers using a semi-empirical approach to model austenite decomposition in eutectoid steels.\textsuperscript{[152,235-238]} The constants in Avrami equation, $k$ and $n$, were either calibrated to existing TTT diagrams or approximated with empirical from a rather large diagram database. Obviously, the restriction of Avrami equation to discontinuous phase transformations has been relaxed or ignored in these works.

### 3.4.2 Kirkaldy’s Theory of Steel Hardenability

Zener\textsuperscript{[160]} analyzed the kinetics of austenite decomposition. For the first time he incorporated thermodynamics and diffusional effect in the derivation of reaction rate law. Hillert\textsuperscript{[161]} undertook a synthesis of isothermal growth theory as pertaining particularly to steels, with emphasis on Widmanstätten plates, the eutectoid pearlite and bainite. He incorporated thermodynamics including capillarity effects in a rigorous fashion. The work by Zener and Hillert laid a foundation for the quantitative study of austenite decomposition.

In numerous publications, Kirkaldy \textit{et al.}\textsuperscript{[157,159]} have reiterated the classical theory of hardenability which can be summarized briefly as follows: the additions of alloying elements in hardenability steels can be generally classified as either raising or lowering the $A_e_3$ temperature of the steel. Carbon, manganese, copper and nickel lower the $A_e_3$ temperature of steels and enlarge austenite region. They are called austenite stabilizers. While silicon, molybdenum and vanadium increase the $A_e_3$ temperature of steels and are
called ferrite stabilizers. Chromium is an austenite stabilizer at low concentrations (8 wt%) and a ferrite stabilizer at high concentrations. The austenite stabilizers decrease the supersaturation (super cooling) for a given transformation temperature. Consequently the reaction rates are retarded and higher hardenability is expected. Ferrite stabilizers, on the other hand, have strong effect of partitioning through phase boundary diffusion. The diffusion rates decrease exponentially with temperature. Therefore, ferrite stabilizers are very effective in depressing reaction rates. The best combination for designing hardenable steels would thus be a combination of austenite stabilizers and ferrite stabilizers.

Realizing those elements which would partition during austenite decomposition (C, Cr, ferrite stabilizers, and to a less extent, austenite stabilizers) will play a major role in determining the reaction rate. Kirkaldy et al. developed a general Zener-Hillert type formula to approximate ferrite start curve ($\tau_{0.1\%}$) in the absence of bays. This formula was calibrated to the U.S. Steel Atlas. Assuming prompt site saturation which eliminates the complication of nucleation effects, and taking the temporal start curve as proportional to the inverse of the steady state velocity at a spherical front, this formula is expressed as

$$\tau_{0.1\%} = \frac{60C + 90Si + 160Cr + 200Mo}{2G/8 (Ae_3 - T)^3 \exp(-20000/RT)}$$  \hspace{1cm} (3.53)

where G is the ASTM grain size number. This formula eventually led to the Minitech Computerized System. This formula was still primitive because it needs to be expanded if full time-temperature dependence of phase transformation is required.

In the expansion, Kirkaldy and Venugopalan adopt Kennon's proposition that separate C and sigmoidal volume fraction curves be associated with ferrite, pearlite and bainite reactions. The philosophy which led to this expansion was well presented by Kirkaldy and Sharma.

It is important to understand that the kinetics formulas presented by Kirkaldy and Venugopalan in their 1983 publication had a number of errors as pointed out by Kirkaldy in a recent conversation with the author. In the originally published formulas
by Kirkaldy and Venugopalan, the effect of grain size was incorporated into the kinetics equations by a term $2^{(G-1)/2}$ where $G$ is the ASTM grain size index. Physically this term represents the number of grains per square inch at 100x magnification. Recently this term was adjusted by Kirkaldy$^{[20]}$ to $6 \times 2^{G/8}$ which assumes an incubation transient as grain diameter to the $1/4$ power. These two terms are equivalent at $G=8$. Mathematically, this adjustment indicate less significant effect of prior austenite grain size.

Moreover, Kirkaldy has recently notified the author that the right side of all the kinetics equations in their original publication$^{[159]}$ should have been multiplied by $1/0.3$. After all these changes, the kinetics equations can then be expressed as

\[
\tau_F = \frac{60\text{Mn} + 2\text{Ni} + 68\text{Cr} + 244\text{Mo}}{1.8 \times 2^G (A_e - T)^3 \exp(-23500/RT)} I(X) \tag{3.54}
\]

for ferrite reaction and

\[
\tau_p = \frac{1.79 + 5.42 (\text{Cr} + \text{Mo} + 4\text{MoNi})}{1.8 \times 2^G (T_p - T)^3 D_p} I(X) \tag{3.55}
\]

for pearlite reaction. where $\tau_F$ and $\tau_p$ are the transient time for ferrite and pearlite reactions respectively. In these two equations, the term $I(X)$ is incorporated to account for the sigmoidal effect of the transformed volume fraction

\[
I(X) = \int_0^X \frac{dX}{X^{2(1-X)^3}(1-X)^{2X/3}} \tag{3.56}
\]

In Equation 3.55, $1/D_p$ is the effective diffusional resistance for pearlite reaction and is evaluated by

\[
\frac{1}{D_p} = \frac{1}{\exp(-27500/RT)} + \frac{0.01\text{Cr} + 0.52\text{Mo}}{\exp(-37000/RT)} \tag{3.57}
\]

where $T_p$ represents the $\tau = \infty$ asymptote of pearlite start curve which in many cases is not known a priori, whether it is determined by multicomponent equilibrium limit $A_{e1}$ or the para-equilibrium limit $A_{p1}$. Therefore they proceeded with the interpolation
procedure for the pearlite asymptote

\[ T_{PS} = A_{P1} + \left( A_{e1} - A_{P1} \right) \frac{Cr}{Cr + Mo + Ni} \]  (3.58)

where \( A_{e1} \) and \( A_{P1} \) were calculated using the method by Hashiguchi et al. \(^{[206]}\)

Their model for ferrite and pearlite reactions was reported as working very well \(^{[203]}\) for determination of ferrite and pearlite start and finish curves but failed for bainite termination. They partially corrected this problem in an \textit{ad hoc} way via empirically modified integral \( I'(X) \). The formula for bainite reaction is expressed by

\[ \tau_B = \frac{(2.34 + 10.1C + 3.8Cr + 19Mo) \times 10^{-4}}{1.8 \times 2^{G_0}(B_5 - T)^2 \exp(-27500/RT)} \]  (3.59)

where

\[ I'(X) = \int_{0}^{X} \frac{Z dX}{X^2(1-X)^3(1-X)^{2X/3}} \]  (3.60)

\[ Z = \exp(BX^2) = \exp\left[ X^2(1.9C + 2.5Mn + 0.9Ni + 1.7Cr + 4Mo - 2.60) \right] \]  (3.61)

For negative \( B \) values, the correction term \( Z=\exp(BX^2) \) is deleted, or set to one. In this case and only in this case, \( I'(X)=I(X) \).

The supercooling for computing bainite reaction is calculated from the bainite asymptote of TTT diagrams. Based on linear regression analysis from U.S. Steel Atlas and Steven and Haynes, \(^{[241]}\) Kirkaldy and Venugopalan \(^{[19]}\) developed an empirically based formula to calculate bainite asymptote of carbon steels

\[ B_5(\degree C) = 656 - 58C - 35Mn - 75Si - 15Ni - 34Cr - 41Mo \]  (3.62)

Kirkaldy and Venugopalan assumed all the diffusion-controlled austenite reactions stop when temperature gets lower than the isothermal martensite start Ms temperature of the steel. They adopted the empirically derived equation for Ms temperature by Steven and Haynes \(^{[241]}\)

\[ Ms(\degree C) = 561 - 474C - 33Mn - 17Ni - 17Cr - 21Mo \]  (3.63)

In other words, all austenite will instantaneously transform to martensite at temperature
below Ms temperature. This assumption poses no problem in modeling quenching of steels.

The above equations explicitly described the isothermal reaction kinetics for austenite decompositions. Phase transformations under continuous cooling can thus be computed by incorporating the isothermal reaction kinetics with the additivity rule. In many computational phase transformation studies, the reaction kinetics theory is normally applied in an incremental form to allow prediction of transient and residual microstructures. In the computation of phase transformations under continuous cooling, Kirkaldy and Venugopalan assumed that no bainite forms for all temperatures above the intersection of pearlite start curve (Ps) with bainite start curve (Bs) and that no pearlite forms below the intersection. If the intersection of ferrite start curve (Fs) with Bs occurs below the intersection of Ps with Bs, they assumed that below the Fs-Bs intersection only bainite forms. For alloys for which a segment of Ps proceeds both Fs and Bs, they assumed that within that segment pearlite goes to 100% completion as some sort of degenerate structure. These assumptions have little effect on the prediction of CCT product quantities or hardness.

One must be cautious about the precise meaning of X in Equation 3.54, 3.55, 3.56. It was assumed in Kirkaldy-Venugopalan model that the phantom reaction goes to completion. The actual ferrite fraction for any phantom X(t) is \( X_F = X \cdot X_{FE} \) where \( X_{FE} \) is the attainable equilibrium amount of ferrite. Thus if \( \tau \) in Equation 3.53 is to be expressed as an explicit function of \( X_F \), one must set

\[
X = \frac{X_F}{X_{FE}} = \frac{X_F}{1 - X_{FE}} \quad (3.64)
\]

everywhere in Equation 3.54 for the calculation of ferrite reaction. Similarly, one must set

\[
X = \frac{X_P}{X_{PE}} = \frac{X_P}{1 - X_{FE}} \quad (3.65)
\]

everywhere in Equation 3.55 for the calculation of pearlite reaction. The equilibrium
amount of ferrite and pearlite $X_{FE}$ and $X_{PE}$ can be estimated from the thermodynamics model for Fe-C-M multicomponent system.

3.4.3 Reaction Kinetics Model of Austenite Decomposition

During the pursuit of this research, the author was aware of the work by Bhadeshia who took a thermodynamic approach to model the microstructure development in low alloy steels. On fitting TTT diagrams to Russell’s linked-flux nucleation equation, Bhadeshia developed a computer program to predict the transformation start curves for both diffusional (ferrite) and displacive (bainite) transformations. The details of this program, particularly those thermodynamics and kinetics parameters, however, are not presented in open literature publications. The mathematics of this model is more complicated. Moreover, the model was based on Johnson-Mehl type kinetics equations developed by Umemoto, which is theoretically applicable to discontinuous reactions only. Pearlite and martensite reactions can be considered as discontinuous. However, ferrite and Bainite reactions are obviously continuous. Therefore, the author believes that the methodology developed by Kirkaldy, which was based on reaction kinetics models by Zener and Hillert, is more theoretically correct and was thus adopted in this research.

Preliminary studies by the author involved using Kirkaldy-Venugopalan model to predict the Jominy hardness curves of steels and weld heat affected zone microstructure. It was found that Kirkaldy-Venugopalan model gives considerably accurate predictions for steels with low hardenability which is associated with little addition of alloy elements. The performance of Kirkaldy-Venugopalan model is less satisfactory for steels with medium or high hardenability which is associated with more alloy element additions.

In this research, the author has developed a new reaction kinetics model for austenite decomposition by modifying the original Kirkaldy-Venugopalan model. This new model was developed based on a hypothesis on the effects of alloying elements on
steel hardenability. It was conjectured that the effects of alloying elements on steel hardenability can be classified in thermodynamic and kinetic perspectives. Thermodynamically, they affect steel hardenability by influencing the multicomponent Fe-C-M system equilibria. Thus they either enlarge or suppress the temperature regions for each austenite decomposition reaction. The kinetic effects of alloying elements are that they all uniquely retard phase transformations through partitioning at the phase boundaries. For many alloying elements, the kinetic effects on steel hardenability are more significant than their thermodynamic effects.

The general form of TTT curve chosen in accordance with the analysis is described by Zener-Hillert type formula

$$\tau(X,T) = \frac{F(C, Mn, Si, Ni, Cr, Mo, G)}{\Delta T^n \exp(-Q/RT)} S(X)$$  \hfill (3.66)

where $F$ is a function of steel composition C, Mn, Si, Cr, Mo in wt%, and ASTM grain size $G$ of prior austenite, $\Delta T$ is the undercooling, $Q$ is the activation energy of the diffusional reaction. The exponent of undercooling $n$ is an empirical constant determined by the effective diffusion mechanism (for pearlite, $n=2$ for volume and $n=3$ for boundary diffusion). $S(X)$ is the reaction rate term which is an approximation to the sigmoidal effect of phase transformations. $S(X)$ in this model is expressed in the same type of equation as in $I(X)$ in Kirkaldy-Venugopalan model

$$S(X) = \int_0^X \frac{dX}{X^{0.4(1-X)}(1-X)^{0.4X}}$$  \hfill (3.67)

except constant 2/3 in Equation 3.56 has been replaced by 0.4. When $X \to 0$, Equation 3.67 would predict $X \propto \tau^{1.67}$ which corresponds to the empirical observation $\tau_{1.0\%} = 4\tau_{0.1\%}$ by Kirkaldy, Thomson and Baganis.\textsuperscript{[2051]}

Computing phase transformations under continuous cooling is very straightforward with the application of additivity rule. Equation 3.66 and 3.67 can be rewritten as

$$\frac{dX}{dt} = \frac{\Delta T^n \exp(-Q/RT) X^{0.4(1-X)}(1-X)^{0.4X}}{F(C, Mn, Si, Ni, Cr, Mo, G)}$$  \hfill (3.68)
which can be used to predict critical cooling rates for ferrite, pearlite, and bainite reactions. Thus it became possible to correlate this model with the empirical formulas in DeAndrés and Carsí model which was developed based on CCT diagrams and to develop a new set of kinetics equations. This method is considered equivalent to calibrating the model with CCT diagrams. CCT diagrams were normally measured with dilatometry method and were reported to have better accuracy than TTT diagrams measured with metallurgic examinations.  

To avoid complications in the model calibration process, volume fractions of transformed products were directly used for the computation of ferrite and bainite reactions. Phantom fraction was used for the computation of pearlite reaction. It was assumed that one reaction reaches to its completion when its equilibrium amount is attained.

Under isothermal conditions, ferrite reaction can be represented by

\[ \tau_F = \frac{FC}{2^{0.41G} (Ae_3 - T)^3 \exp(-27500/RT)} S(X_F) \]  

(3.69)

where the effects of alloying elements on ferrite reaction are expressed by

\[ FC = \exp(1.00 + 6.31C + 1.78Mn + 0.31Si + 1.12Ni + 2.70Cr + 4.06Mo) \]  

(3.70)

The volume fraction of transformed ferrite \( X_F \) is directly used in the calculation. Ferrite reaction is assumed to reach completion when its equilibrium amount is reached.

Pearlite reaction is represented by

\[ \tau_P = \frac{PC}{2^{0.32G} (Ae_1 - T)^3 \exp(-27500/RT)} S(X_P/X_{PE}) \]  

(3.71)

where the effects of alloying elements on pearlite reaction are expressed by

\[ PC = \exp(-4.25 + 4.12C + 4.36Mn + 0.44Si + 1.71Ni + 3.33Cr + 5.19\sqrt{Mo}) \]  

(3.72)

In the calculation of pearlite reaction, it is presumed that the phantom reaction goes to completion.

Bainite reaction under isothermal condition is represented by
where the effects of alloying elements on bainite reaction are expressed by

\[
BC = \exp(-10.23 + 10.18C + 0.85Mn + 0.55Ni + 0.90Cr + 0.36Mo) \tag{3.74}
\]

It was found in this research that Equation 3.62 overpredicts the effect of Si on suppressing isothermal bainite asymptote temperature. For most low alloy steels, Si content is kept around 0.25 wt%. This poses no problem for the using of Equation 3.62. The predicted Bs temperatures for steels with higher Si content, - 1 wt% or above, are too low when compared with isothermal bainite asymptote temperatures in measured TTT diagrams.\textsuperscript{156} Earlier work by Steven and Haynes\textsuperscript{241} suggested that the effect of Si on Bs temperature is negligible comparing to other alloying elements. Therefore, they did not include Si in their equation for the calculation of Bs temperature. The author thus normalized Equation 3.62 to Si = 0.25. Bs temperature is then evaluated from

\[
Bs(\degree C) = 637 - 58C - 35Mn - 15Ni - 34Cr - 41Mo \tag{3.75}
\]

It is well understood that martensitic reaction starts at a critical temperature called martensite start, Ms. Martensite reaction is not a nucleation and growth type of reaction, but is produced by a shear movement of the austenite lattice, producing a body-centered tetragonal lattice. No diffusion occurs in martensite reaction. Thus martensite reaction is only a function of temperature. In this research, however, martensite reaction is represented using Koistinen-Marburger relationship\textsuperscript{250}

\[
X_M = 1 - \exp[-0.011(Ms - T)] \tag{3.76}
\]

where T denotes the temperature which is below the martensite start temperature Ms.

There exists no theoretical method in determining the martensite start temperatures of steels. Estimating Ms temperatures thus has been made through empirically derived formulas.\textsuperscript{241,251-254} The accuracy of all these formulas was evaluated by Krauss\textsuperscript{255} in 1978 and by Kung and Rayment\textsuperscript{256} in 1982. Krauss concluded that the formula developed by Andrews\textsuperscript{254} presented the most accurate results. Kung and Rayment\textsuperscript{256} modified the existing Ms temperature equations by including the effects of
Co and Si. The modified Andrews’ linear equation and Steven and Haynes’ equation both were found to give reasonably good predictions for both low and high alloy steels. However, the Andrews’ linear equation slightly overestimated the case for high chromium alloy steels, whereas Steven and Haynes’ equation, on the other hand, underestimated the case for high molybdenum alloy steels. In this research, the martensite start temperature $M_s$ is calculated from the modified Andrews’ linear equation by Kung and Rayment:

$$M_s(\degree C) = 539 - 423C - 30.4Mn - 12.1Cr - 17.7Ni - 7.5Mo + 10Co - 7.5Si \quad (3.77)$$

which is expected to be the most accurate formula for calculating $M_s$ temperature to date.

An important assumption made in this model is that bainite would continue to form even at temperatures below $M_s$ until all austenite is transformed. This assumption has little effect in the microstructure and hardness computation of steels during conventional quenching. However, it does influence the results of microstructure predictions in weld heat affected zone, particularly when the cooling rates below $M_s$ temperature are very slow. This is very common when preheating is practiced or interpass temperatures are elevated in multiple pass welding.

The author has not thoroughly tested the application range of this reaction kinetics model. But it is believed that this model is valid at least within the same range of Creusot-Loire model: $0.1 < C < 0.5$, $Si < 1.0$, $Mn < 2$, $Ni < 4$, $Cr < 3$, $Mo < 1$, $V < 0.2$, $Cu < 0.5$, $Mo + Ni + Cr + Mo < 5$, $0.01 < Al < 0.05$. It could be valid over a slightly wider range.

### 3.5 Hardness Calculation

In principle, weld HAZ microstructure can be observed with optical or even electronic microscopes and measured with advanced quantitative microscopy techniques. However, modern optical microscopy has not been able to effectively distinguish martensite from bainite since they have very similar lath structure. And the accuracy of measurements with computerized image analyzing system is often called into question.
An effective method of differentiating martensite from bainite or ferrite + pearlite is from their hardness values. Normally, martensite is much harder than bainite or mixed ferrite + pearlite structure. Therefore, hardness measurements and prediction can be readily used as an index for the accuracy of microstructure predictions.

One can expect that weld HAZ microstructure of a low alloy steel consists a mixture of martensite, bainite, or even ferrite and pearlite. To estimate the hardness of weld HAZ, the rule of mixture is used in this research which is expressed by

$$H_V = X_M H_{VM} + X_B H_{VB} + X_{FP} H_{FP}$$  \hspace{1cm} (3.78)

where $X_M$, $X_B$, and $X_{FP}$ are volume fraction of martensite, bainite and ferrite + pearlite respectively, $H_{VM}$, $H_{VB}$, and $H_{FP}$ are hardness of martensite, bainite and ferrite + pearlite respectively.

### 3.5.1 Hardness of Martensite

Researchers at Creusot-Loire\cite{117} first developed empirical expressions to calculate hardness of different microstructure constituents as function of chemical composition and cooling rate at 700 °C. They expressed the hardness of martensite as a linear function of the alloying elements C, Si, Mn, Ni, and Cr. The cooling rate $Vr$ at 700 °C in °C/hr was introduced into the formula as a logarithmic function

$$H_{VM} = 127 + 949C + 27Si + 11Mn + 8Ni + 16Cr + 21\log Vr$$  \hspace{1cm} (3.79)

From this equation, significant effect of carbon can be noticed. Other alloying elements also contribute to the hardness of martensite too. Experimental studies did show effects of alloying elements on the hardness of martensite.\cite{12531} The author found this formula quite accurate in the computation of Jominy hardness of low alloy steels.\cite{1246.247} However, it seems to overpredict martensite hardness in weld heat affected zones.\cite{1246.248}

While in DeAndrés-Carsí model,\cite{119} martensite hardness was expressed as a function of carbon and cooling rate $Vr$

$$H_{VM} = 121.15 + 902.6C + 26.68 \log Vr$$  \hspace{1cm} (3.80)

The effects of substitutional alloying elements on the hardness of martensite was totally
ignored. Comparing the coefficients of Equation 3.79 and 3.80, one may expect that Equation 3.79 predicts consistently higher hardness values than Equation 3.80.

The application range of DeAndrés-Carsf model was not reported in their original publication. It is believed that this model is valid in the same range of Creusot-Loire model: $0.1 < C < 0.5$, $Si < 1.0$, $Mn < 2$, $Ni < 4$, $Cr < 3$, $Mo < 1$, $V < 0.2$, $Cu < 0.5$, $Mo + Ni + Cr + Mo < 5$, $0.01 < Al < 0.05$.

Weld heat affected zone models only express martensite hardness as a function of carbon content of the steel. Terasaki expressed the martensite hardness in weld heat affected zone by

$$Hv_M = 293 + 812C$$  \hspace{1cm} (3.81)

The formula was developed based on simulated CCT diagrams for weld heat affected zones. It is reportedly valid within the range: $0.05 \leq C \leq 0.40$, $Mn \leq 1.52$, $Si \leq 1.76$, $Ni \leq 9.33$, $Cr \leq 4.75$, $Mo \leq 1.24$, $Cu \leq 1.42$, $V \leq 0.56$, $Nb \leq 0.05$, $Al \leq 0.72$, $B \leq 0.004$, $Ti \leq 0.04$.

Yurioka et al. expressed the martensite hardness in weld heat affected zone via

$$Hv_M = 294 + 884C(1 - 0.3C^2)$$  \hspace{1cm} (3.82)

This formula was developed based on Y groove weldability tests. Yurioka et al. claimed that this model is valid over a wide range: $C \leq 0.8$, $Mn \leq 2.0$, $Si \leq 1.2$, $Ni \leq 10$, $Cr \leq 10$, $Mo \leq 2$, $Cu \leq 0.9$.

It has been reported that there is considerable scatter of the experimentally measured hardness values of martensite for low and medium carbon alloy steels. The scatter band may have been caused by factors including the amount of retained austenite, auto-tempering, room temperature aging, prior austenite grain size, and packet size of lath martensite. Therefore, one should choose formulas accordingly in the hardness calculations. It was found for the steel involved in this research, all these formulas, except Equation 3.80, overpredicts martensite hardness in the weld heat affected zone. Consequently, Equation 3.79 and 3.80 were used in the calculation of martensite hardness in heat treatment specimens and weld heat affected zones respectively. One
change made in this research is that the $V_r$ at 700 °C in Equation 3.79 and 3.80 is replaced by the cooling rate at Ms temperature, the cooling rate at which martensite is formed.

### 3.5.2 Hardness of Bainite

Both Creusot-Loire model and the DeAndrés-Carsí model used the same equation to calculate the hardness of bainite structure

$$HV_B = -323 + 185C + 330Si + 153Mn + 65Ni + 144Cr + 191Mo + \log Vr(89 + 53C - 55Si - 22Mn - 10Ni - 20Cr - 33Mo)$$

(3.83)

The effect of cooling rate $V_r$ at 700 °C (in °C/hr) on hardness may be interpreted by its effect on decreasing the size of substructure, i.e., the size of the pearlite and bainite laths. This formula was found to be considerably accurate in the computation of Jominy hardness of steels, but overpredict bainite hardness in weld heat affected zones.

Terasaki developed a simple equation for the calculation of bainite hardness based on his experimental results

$$HV_B = 150 + 188CEQ$$

(3.84)

where $CEQ$ is the carbon equivalent of a steel expressed by

$$CEQ = C + \frac{Si}{3} + \frac{Ni}{26} + \frac{Cr}{9} + \frac{Mo}{3} + V$$

(3.85)

Yurioka et al. proposed a similar formula for the calculation of bainite hardness in weld heat affected zone. The carbon equivalent in Yurioka’s model for the calculation of bainite hardness is expressed by

$$CEll = C + \frac{Si}{24} + \frac{Mn}{5} + \frac{Cu}{10} + \frac{Ni}{18} + \frac{Cr}{5} + \frac{Mo}{2.5} + \frac{V}{5} + \frac{Nb}{3}$$

(3.86)

If a steel carbon equivalent, $CEll$, is low ($CEll \leq 0.75 \%$), bainite hardness is calculated using
When the steel carbon equivalent, $C_{EIi}$, is high, another formula is used for the calculation

$$H v_B = 145 + 130 \tanh (2.65 C_{EIi} - 0.69)$$  \hspace{1cm} (3.88)

In this research, Equation 3.83 was found to predict consistently higher bainite hardness values than Yurioka et al.'s model and Terasaki model. The formulas in Yurioka et al.'s model were used to calculate the hardness of bainite in weld heat affected zones. The calculated bainite hardness values are in good numerical agreement with the calculated results with Terasaki model for the vast majority of low alloy steels.

3.5.3 Hardness of Ferrite+Pearlite

Creusot-Loire model expressed the hardness of ferrite+pearlite structure as

$$H v_{FP} = 42 + 223 C + 53 Si + 30 Mn + 12 Ni + 7 Cr + 19 Mo$$

$$+ \log V_r (10 - 19 Si + 4 Ni + 8 Cr + 130 V)$$  \hspace{1cm} (3.89)

Whereas, DeAndres-Carsí model expressed the hardness of ferrite+pearlite structure as

$$H v_{FP} = -437 + 3300 C - 5343 C^2$$

$$+ \log V_r (1329 C^2 - 744 C + 15 Cr + 4 Ni + 135.4)$$  \hspace{1cm} (3.90)

Predictions given by these two equations are in reasonably good agreement. In this research, Equation 3.89 was selected to calculate the hardness of ferrite+pearlite structure in weld heat affected zone. The cooling rate $V_r$ at 700 °C in Equation 3.89 is replaced by the cooling rate at which appreciable amount, i.e., 1% volume fraction, of ferrite+pearlite structure is formed.

It must be noted that the aforementioned Creusot-Loire formulas as well as DeAndres-Carsí formulas were all developed based on CCT diagrams or hardness measurements after heat treating. They are all reported quite successful in hardness predictions after heat treatments. However, researchers at Creusot-Loire found that these
formulas predicted considerably higher hardness values than the measured in weld heat affected zone of steels. Consequently, they developed another formula to calculate the martensite hardness in weld metal and heat affected zone\textsuperscript{[257,258]} using the same approach. Also proposed in their study was a slightly different formula for the calculation of bainite hardness in weld metal and heat affected zone. These two formulas are expressed by

\begin{equation} \label{eq:3.91}
H_{VM} = 97 + 949C + 27Si + 11Mn + 8Ni + 16Cr + 20 \log Vr
\end{equation}

\begin{equation} \label{eq:3.92}
H_{VB} = -348 + 185C + 330Si + 153Mn + 66Ni + 144Cr + 191Mo
+ \log Vr(89 + 54C - 55Si - 22Mn - 10Ni - 20Cr - 33Mo)
\end{equation}

and they are expected to have better accuracy than Equation 3.78 and 3.83 in weld metal and heat affected zone. However, the reported composition range for these two equations are very narrow:\textsuperscript{[257,258]} 0.02 < C < 0.15, Si < 0.9, Mn < 2.0, Ni < 2.5, Cr < 2.5, Mo < 1, V < 0.1, Ni+Cr+Mo+V < 5. This has seriously limited the application of these formulas. So these two equations were not considered in this research.

3.6 Remarks

The thermodynamics model for computing equilibria in multicomponent Fe-C-M systems have been well established and tested with the experimentally measured \(A_e\), \(A_r\), \(A_c\), \(A_e\), \(A_r\), and \(A_c\) temperatures. The mathematics of the regular solution model with Wagner formulation is simple and proven efficient in Kirkaldy and his coworkers' computations. The contribution made by the current author is to eliminate some assumptions regarding interaction coefficients made by Kirkaldy \textit{et al.}\textsuperscript{[204-208]} by incorporation the thermodynamic data set which were measured systematically and presented by Uhrenius.\textsuperscript{[209]}

It is for the first time that the three phase \(\alpha + \gamma + \text{cementite eutectoid} \) reaction in a low alloy steel was recognized to occur in a temperature range. The upper and lower limits of this region were designated as \(A_e\) and \(A_s\). The significance of \(A_e\) temperature is that it represents the temperature at which austenite starts to decompose into pearlite. In a TTT (IT) diagram, it illustrates the asymptote of pearlite start C
curve. The significance of $A_s$ is that it represents the temperature at which austenite would start forming during heating or equilibrium austenite decomposition into ferrite and pearlite reaches completion. Therefore, it represents the asymptote of pearlite finish $C$ curve and also ferrite finish $C$ curve if ever plotted.

The growth of prior austenite grains in steels is, at current state, too complex to be modeled with a simple relationship. Empirical grain growth kinetics equation has been used by many researchers in this regard. However, wide range of kinetics parameters have been reported. It is concluded in this study that grain size measurement should be recommended if the characteristics of prior austenite grain growth is not known.

One may notice the similarity between the reaction kinetics models for austenite decomposition developed in this thesis and by Kirkaldy and Venugopalan. One significant modification made in the development of the model presented in Section 3.4.3 is that the effects of alloying elements on diffusional reactions are expressed in exponential forms. They imply that the effect of alloying elements on steel hardenability is multiplicative. Whereas Kirkaldy-Venugopalan model suggests the effect of alloying elements on steel hardenability is additive. Detailed discussion on the modifications will be presented in Section 5.5.

It must be noted that the Kirkaldy-Venugopalan model was developed in 1983. Despite its great advantages of being a generic reaction kinetics model based on first principles of phase transformation theories, the accuracy and reliability of the model were never tested extensively limited by the computing power at that time. Kirkaldy and Venugopalan never used this model to a full scale for the predictions of steel hardenability. They only used this model to calculate TTT and CCT diagrams of steels. The application range of this model is not known yet. Although Watt and Henwood et al. coded this model into a program later in 1987 to predict the microstructure development in weld heat affect zone of steels, they simply assembled this model along with the model by Ashby and Easterling for austenite grain size predictions. They did not test the reliability and applicability of this model.

The viability and reliability of the models described in this chapter will be
evaluated in Chapter 5.
CHAPTER 4
THERMAL EFFECTS OF MULTIPASS ELECTROSLAG CLADDING

The results of temperature measurements and numerical analysis on the heat transfer induced by multipass electroslag cladding are presented in this Chapter. Section 4.1 delineates the techniques used to measure temperatures in the expected heat affected zones. Section 4.2 presents the comparison between the computed and experimentally measured results on a shaft during cladding experiment. Section 4.3 is dedicated to the predictions of thermal effects of electroslag cladding on the same experimental size shaft under ideal conditions: no operation errors and a lot more passes onto the shaft. The limitations in the implementation of the results from experimental size shafts to full size shafts are discussed in section 4.4 in terms of the difference in their lengths and cladding locations. Section 4.5 presents useful information on the optimal preheating temperature distribution for electroslag cladding on a full size shaft.

4.1 Temperature Measurement

Chromel-alumel thermocouples were buried in the expected heat affected zone for temperature measurements. Accurately locating thermocouples in the heat affected zone is generally not an easy task, especially in this study, because of the shape and size of the shafts. A number of techniques have been tried in this project to locate thermocouples. The first one required drilling through wall thickness holes in the radial directions of the shaft, through 7.6 to 12.7 cm thick material, and then spot welding thermocouples at the expected locations. The holes were sealed on top before electroslag cladding. Thermal disturbances are expected to occur in the vicinity of thermocouples.
due to geometric discontinuities. This technique was very time consuming and labor intensive. Moreover, some thermocouples did not survive. They were melted during either the sealing or cladding process.

Another technique involved machining trenches on the shafts. Slanted holes were drilled from the shaft outside surface to the edge of the trenches which were 1.25 cm wide and 1.90 cm in depth. Thermocouples were mounted through these holes, spot welded at the expected locations, and set in high temperature cement. Thermocouples were connected to a data acquisition system through the holes and underneath trenches. The trenches were sealed with previously machined steel bars. This "trench" technique for temperature measurements was found to provide the most consistent and reliable results.

Acquisition of the temperature data from thermocouples was processed by a commercial program called Viewdac. Data acquisition started at cladding initiation and continued throughout the pass. Since Viewdac data acquisition program allows a variable sampling rate, the data acquisition rate was maximized at the time the cladding head passed over the thermocouples, 3 Hz, and was the lowest during the latter stage when the thermal gradient was low, 1 Hz. The data collected by the Viewdac program was post-processed using the PC based QuattroPro commercial software. They were also downloaded into IBM and HP work stations for comparative studies with the computational results.

4.2 Heat Transfer in Cladding Experiment on Shaft E290

The average length of full size propeller shafts is about 12 to 15 meters. Therefore, a full size propeller shaft is too long and too expensive to be used for experiments. Only small sections of shafts were used in practice for conducting experiments. In this section, results of finite element heat transfer analysis of electroslag cladding on a section of a propeller shaft, E290, are presented along with the results from experimental measurements. In the cladding onto this shaft, E290, preheating temperature was almost uniformly distributed. The welding parameters which were
optimized from cladding experiments on plates and then used in the cladding on shafts have been presented in Chapter 2, section 2.2. These parameters are recapitulated in Table 4.1. The outside diameter of the shaft was 61 cm (24 in.), and its wall thickness was 12.7 cm (5 in.). The shaft used in the cladding experiment was a section of a long propeller shaft and its length was 104.1 cm (42 in.).

In the two-dimensional finite element analysis in this study, the cladding process was assumed to start from the left end of the shaft. During the cladding experiment, the first clad pass was started 8.9 cm (3.5 in.) away from the left end (to the centerline of the clad bead. Each clad pass was simplified to have a rectangular cross section. The bead width was assumed to be equal to the distance between two adjacent clad beads at the centerline which was determined experimentally to produce a smooth clad top surface. The bead width on this shaft was found to be 2.92 cm (1.15 in.). The height of clad was calculated from the measured deposition rate in the finite element analysis.

The experimental setup for electroslag cladding on shafts has been presented in Chapter 2, section 2.2. It should be mentioned, however, that operation errors happened during the cladding of shaft E290. The "jogging" equipment which was used for the transition from one cladding pass to the next failed to give the right jogging distances for the first four cladding passes. The spacing distances between the first and second, second and third were twice as what was expected. While the fourth cladding pass was laid right on top of the third pass. Errors were corrected after the fourth pass. For completeness, these errors were simulated in the finite element analysis in order to compare the computed results from finite element analysis with the experimentally measured.

Results of the numerical simulations are generally more compatible for comparative studies and they are also easy to be interpreted than thermocouple measurements. However, one commonly encountered difficulty in comparing computational thermal cycles with the experimentally measured results is how to locate thermocouples accurately and to interpret the measured results. In this study, determining the position of thermocouples along the shaft axial direction posed no problem because it did not affect the accuracy of temperature measurements significantly.
Isotherms in the heat affected zone underlying the clad deposit were almost parallel to the axial direction of the shaft and the thermal gradients in this direction were found to be low in this area. However, the exact locations of thermocouples in shaft radial direction are very critical and could not be determined accurately. Since the thermal gradients in this direction were very high, a slight error in locating thermocouples had potentially large differences in measured temperature results. Therefore, comparative study for the computed and measured temperatures was performed by matching their peak temperatures at the same axial locations.

For each individual clad pass, thermal cycles experienced in the heat affected zone are not different from those induced by a single pass cladding process. A typical comparison between computed and measured thermal cycles in the heat affected zone of electroslag cladding is shown in Figure 4.1 from which one can observe excellent agreement over the whole process, particularly at low temperatures.

One most commonly used parameter in describing the cooling rate and to correlate with the microstructure in welding heat affected zone is the cooling time from 800 to 500 °C ($t_{8/5}$), which greatly influences the microstructure development in the weld heat affected zone. The computed $t_{8/5}$ cooling times are shown in Figure 4.3 in comparison with the measured results for shaft E290. The computed results are in fairly good agreement with the experimentally measured results with the trench technique. Measured $t_{8/5}$ cooling times from thermocouples through wall thickness holes are consistently higher than the results of both the computation and measurements using trench technique. It is almost universal that computed $t_{8/5}$ cooling times in weld heat affected zones are always shorter than those experimentally measured. Figure 4.3 suggests that a microstructure gradient in the heat affected zone may be expected along the shaft.

The computed results in this study have smaller scatter bands than the experimentally measured results. This observation suggests that the computed results have better consistency, and may have better accuracy than the experimentally measured data.

It is well known that temperature in the heat affected zone changes dramatically with position and time. The finite size of thermocouples indicates that the measured
results are some average over a distance of 0.5–1.0 mm rather than that related to a particular point. With very steep temperature gradients at high temperatures in the heat affected zone, the size of thermocouples may lead to substantial errors. Improved accuracy can be expected at low temperatures. All these factors affect the accuracy and the interpretation of measured temperatures, and consequently make it considerably difficult to compare the computed with measured temperatures, particularly at high temperatures.

The computed heating rates in the heat affected zone are not as high as those of experimentally measured, but they are very close. This success was attributed to the method of modeling the melting process and accounting for filler material in the finite element analysis. This was accomplished by assigning an initial droplet temperature 500 °C above the solidus of strip electrode to the fusion zone elements. Another method often used by Goldak and his coworkers was to include the deposit material into the original mesh and the fusion zone elements were assigned the same initial temperature as the base metal. Preliminary studies found that the computed heating rates in the heat affected zone with this method were much lower than those experimentally measured, and the computed thermal cycles are displaced by a certain time difference during cooling. This may be acceptable for modeling single pass welding process, but certainly not desirable in this study for modeling a multipass cladding process because interpass temperature computation is considered critical. In fact, one major concern in this study was the interpass temperatures because they change the cooling conditions of cladding passes. Small errors in interpass temperature computation could be accumulated over the many clad passes. The computed and measured interpass temperatures in the heat affected zone are overlaid in Figure 4.2. The agreement is excellent.

It is not surprising that the computed $t_{4,5}$ cooling times in the heat affected zone are consistently smaller than the measured ones. This may be attributed to the thermal conductivity values of the heat affected zone used in the analysis. In this finite element analysis, thermal conductivity of the heat affected zone was partially corrected by extrapolating thermal conductivity of austenite to bainite start temperature. This treatment may not be enough because microstructure analysis revealed that the final
microstructure in the heat affected zone consists of about 85% martensite and 15% bainite. Further extrapolation may be expected to improve the discrepancy between the computed and measured $t_{s/5}$ cooling times. The difficulty associated with further extrapolation is the uncertainty of the temperature range for the austenite decomposition reactions. At present state, the author is satisfied with the results obtained.

### 4.3 Predictions of Cladding on Shaft E290

The results of finite element heat transfer analysis clearly demonstrated the accuracy of the model. With finite element analysis, it is feasible to achieve what experimental studies did not or could not. Predictions were made for the cladding onto the same shaft E290 as if there were no operation errors and more clad passes on the shaft. Finite element analysis was conducted to simulate the electroslag cladding on shaft E290 without operation errors. Twenty continuous clad passes onto shaft E290 were analyzed. The trends of interpass temperature changes and their effect on the $t_{s/5}$ cooling times are of particular interest. More information on the heat transfer induced by electroslag cladding onto the shaft are revealed through finite element analysis.

Trends of interpass temperature change in the heat affected zone as the cladding proceeds were investigated. The results of finite element analysis showed that the initial temperatures in the heat affected zone of each pass were within $\pm 2^\circ C$ from the temperature at the center of the heat affected zone. For simplicity, the interpass temperature was defined as the initial temperature at the center of the expected heat affected zone of each pass. The trends is shown in Figure 4.4 along with the temperature change at both ends of the experimental shaft. It is clear that the interpass temperatures increased rapidly in the first four passes. After that, interpass temperatures still kept increasing but at lower rate. Temperature at the right end dropped almost 30 $^\circ C$ after finishing the first 12 clad passes as a result of convection and radiation. After that, the heat from the cladding started reach the right end, and its temperature started to go up. This effect will be discussed in next section.

The $t_{s/5}$ cooling times in the heat affected zone of each pass were found within 1.5
seconds from the value at the center. Figure 4.5 shows the change of $t_{5/5}$ cooling times in the 20 passes. Figure 4.6 shows the dependency of the $t_{5/5}$ cooling times on the interpass temperatures.

In the finite element heat transfer analysis, the original interface between clad deposit and the substrate was assumed to remain. Three parameters are defined to interpret the computed temperature results. First, the penetration depth was estimated by the depth at which the computed peak temperature was equal to the solidus of the substrate material. Second, the boundary between coarse grain region and fine grain region of heat affected zone is defined as locations where the computed peak temperature equal to 1100 °C. Third, the outside boundary of heat affected zone was defined at locations where the computed peak temperature equal to $A_{51}$ of the substrate material. The predicted heat affected zone depths of all clad passes in the experimental shaft are shown in Figure 4.7 which are in good agreement with the experimental observation.

4.4 Limitations of the Experimental Data

As mentioned before, full size propeller shafts are too long and too expensive for conducting experiments. Therefore, only short sections of long shafts were used in actual experimental studies. Over years of research, a lot of experimental data have been collected from preliminary process tests, microscopic examinations, temperature measurements, and mechanical tests. These data are readily available to be implemented to the cladding of nickel alloys onto full size propeller shafts. The question is then how the experimental data obtained from experimental size shafts represent the cladding onto full size shafts. Obviously it is required to verify the size difference on the cooling conditions during electroslag cladding.

The rate at which interpass temperatures increase represents the rate for the welding heat to build up. The rate for the heat to build up depends on the rate the heat is dissipated or diffused. The most dominant mechanism of heat transfer in this application is conduction in the shaft. Heat loss at free boundaries through radiation and free convection is less significant. During cladding onto experimental size shaft E290
as shown in Figure 4.4, some of the reasons for the fast heat build up in the first four passes include the fact that these clads were very close to the left end of the shaft. The heat conducted from the cladding heat source to the left end echoed back. Consequently the interpass temperatures in the first few passes were artificially elevated. This is associated with end effects. The change of temperatures at both ends of the shaft effectively indicated end effects. End effects from the left end of the shaft was found very significant in the first a few passes in this cladding experiment. End effects from the right end of the shaft were observed after 12 passes.

End effect from left end of the experimental size shaft for the first few passes can easily be verified. This was done with finite element analysis by investigating the effect of the starting distance to the temperature in the heat affected zone of the first clad pass as well as the left end. The starting distance was defined as the distance from the left end to the centerline of the first clad pass. The shaft was assumed to be uniformly preheated to 225 °C. The temperature at the center of heat affected zone and at the left end, by the end of first clad pass, are plotted in Figure 4.8 as a function of the starting distance. It can be seen that end effects become negligible when the starting distances are longer than 16 cm. It was also found that this minimum starting distance for end effect free cladding for the first few passes was only dependent on the thermal properties of the shaft material and the time to complete one cladding pass. This minimum starting distance can be approximated by

$$S_0 = 2\sqrt{\alpha t} = 2\sqrt{\frac{kt}{\rho c}}$$

where $S_0$ is the minimum starting distance for end effect free cladding, $\alpha$, $k$, $\rho$, and $c$ are the thermal diffusivity, thermal conductivity, density, and specific heat of the shaft steel, $t$ is the time to complete one pass of cladding on the shaft. Taking the values of $\alpha$, $k$, $\rho$, and $c$ at the preheating temperature, 225 °C, this equation would give 16 cm, which is in excellent agreement with the determined minimum starting distance value with finite element analysis.

End effect from right end of the shaft can be quantified in a similar fashion.
However, such an analysis is only of limited interest because it is dependent on the initial preheating temperature distribution and the length of the shaft. For electroslag cladding on experimental size shafts with uniform preheating temperature distribution, the temperature change at the right end of the shaft can serve as a good indication of end effects. This matter becomes more complicated for cladding with non-uniform preheating temperature distribution. Although it is still possible to evaluate the end effect from right end with numerical analysis, results of such an analysis is not likely to have general application values.

4.5 Optimization of Cladding onto a Long Shaft

The ultimate goal in this project was to optimize the electroslag cladding process onto full size propeller shafts. With other factors fixed, interpass temperature during multipass electroslag cladding played an important role in determining the cooling condition and thus the microstructure and mechanical properties in the heat affected zone. Mechanical tests revealed that optimal heat affected zone properties were achieved when the interpass temperatures were within the optimal range of 200 to 250 °C. The objective of this study was to define the conditions which would allow electroslag cladding to be conducted continuously such that the interpass temperatures during cladding remained within the optimal range.

Applications of electroslag cladding onto full size shafts include cladding multipass layers of nickel alloys at the bearing locations. Each bearing is approximately 22.9 cm (9 in.) wide. It would take eight clad passes to cover the area. There is also a need to clad a whole layer of nickel alloys onto a propeller shaft for better corrosion resistance. At any event, electroslag cladding should start and finish with sufficient distance away from the shaft ends so that no end effects would be expected. The results of experimental measurements and finite element analysis presented in previous sections based on a uniform preheating temperature at 150 °C demonstrated that it is impossible to keep the interpass temperatures within the optimal range without interrupting the cladding process for at least eight passes. Also because of the length of propeller shafts,
it is not feasible to preheat the whole shaft with uniformly distributed temperatures. Therefore, local preheating has to be used.

Finite element analysis was performed to predict the interpass temperature change of electroslag cladding onto a long shaft. The objective of this study was to determine the optimal preheating temperature distribution so that electroslag cladding would be continuous and the interpass temperature would be kept within the optimal range from 200 to 250 °C.

Practically speaking, simulating a full size shaft which is 12 to 15 meters (~40 ft.) long is not feasible or economical. A four meter long shaft section was analyzed with the finite element method in this study. Results of this study showed that a shaft of this length can be considered as being infinitely long for any of the cladding applications. No end effect would be expected and this is confirmed from the numerical analysis.

The optimal preheating temperature distribution was determined through trial and error with finite element modeling. The initial preheating temperature was assumed to be uniform through wall thickness of the shaft. Cladding was assumed to start one meter away from the left end of the shaft. During the numerical analysis, an area starting from 30 cm left of the first clad pass to two bead widths on the right side of the first clad pass was uniformly preheated to 210 °C. The size of the preheated area corresponds to the size of electric blankets commonly used for preheating in welding laboratories. At both sides of the preheated area, temperature distribution diminished to room temperature, assumed 20 °C, over a distance S which needed to be determined.

The value of the distance S was determined with finite element analysis on a trial and error basis. This distance was found to be 65 cm. The optimal preheating temperature distribution so determined along the axial direction of the shaft is presented in Figure 4.9.

Thirty cladding passes on this shaft were analyzed. The predicted interpass temperatures for these thirty passes with initial temperature shown in Figure 4.9 are presented in Figure 4.10. They are kept well within the optimal range. It is very likely that interpass temperature will continue to remain in the optimal range 200 to 250 °C if the shaft was longer and more cladding passes were required because interpass
temperatures became stabilized after the first 10 passes. Examinations on the temperature changes at two shaft ends revealed no significant end effects occurred for these 30 clad passes.

Although the shaft section simulated in this study is only four meters long, not as long as a full size shaft, the temperature changes at the two ends of the shaft during cladding clearly demonstrated that no end effects played a role. Therefore the parameters used in this numerical verification regarding the optimal preheat temperature distribution for multipass electroslag cladding can be applied justifiably to the cladding on full size shafts with the same diameter.
CHAPTER 5
MICROSTRUCTURE PREDICTION MODEL EVALUATION

Computational modeling in materials science and engineering is not directed towards eliminating experimental studies, but to reduce the amount of tests and to reach beyond the limitations of experimental measurements. It is important to have a model which is based on scientific principles. It is, however, probably more important to have the model verified by experimental observations. A model will not be a good one until proven to give reliable predictions. A good model will provide more thorough understanding to the subject and be able to predict the behaviors of materials.

The global model assembly presented in Chapter 3 for microstructure and hardness predictions consists of thermodynamics models for computing Fe-C-M multicomponent system equilibria, austenite grain growth, and reaction kinetics for austenite decomposition. This chapter is dedicated to the verification and justification of these models by comparing the predictions with experimental measurements. The performance of the models are also compared with other empirical models. In depth discussion about the reaction kinetics model developed in this research and the model by Kirkaldy and Venugopalan is presented.

5.1 Thermodynamics of Low Alloy Steels

There have been two types of models used in the thermodynamics study of multicomponent Fe-C-M systems. The regular solution model with Wagner formulation used by Kirkaldy and his coworkers\(^{204-206}\) is definitely a simple one with special reference to low alloy steels. It generates accurate predictions provided that
concentrations of alloying elements in the steel are low. The only disadvantage of this model is that thermodynamics data were derived from binary Fe-C and Fe-M equilibrium phase diagrams. These data are not complete in the sense that they provide molar free energy changes of alloying elements in a phase transformation but the free energy values of each individual phase are lacking. The subregular solution model by Hillert and Staffansson has more complicated formulation and is essentially developed based on ternary systems for much wider composition range. Computational implementation of this model for multicomponent systems is more troublesome. The advantage of this model, however, is that it has the capability of modeling the formation of all different kinds of intermediate phases, and that all the thermodynamics data were measured systematically and consistently.

In this research, the author took the advantage of the simplicity of regular solution model with Wagner formulation and the accuracy and consistency of thermodynamics data based on Hillert-Staffansson model. The method of evaluating required thermodynamics data for this study has been presented in Section 3.2.3. With all these thermodynamics data, the free energy change of each individual phase can be analyzed so that free energy diagrams of steels can be constructed. Another advantage of this approach is that the enthalpy change of a steel, which is an important thermal property of a material in heat transfer analysis can also be computed.

5.1.1 Ae3 Temperature

The model used in this study for computing Ae3 temperature of steels has been presented in Chapter 3.2 in terms of ortho-equilibrium and para-equilibrium. This model was developed based on the work by Kirkaldy and his coworkers. A progress was made in this thesis work to eliminate some simplifications in their original work by introducing more complete and consistent thermodynamics data in the literature. The accuracy of different approaches in calculating Ae3 temperatures of steels are presented in this section. Empirical formulas developed by Grange and Andrews are also evaluated in this research.
Before discussing these results, the question of terminology should be discussed with reference to experimental measurements. When the lower and upper limits of austenite formation in hypoeutectoid steels are measured by continuously heating at some specified rate, they are called $A_c_1$, and $A_c_3$, respectively. In either instance, the temperature which is determined varies with the rate of heating. It is lower with slower heating rate, the closest approach to equilibrium being attained when the steel is heated at the slowest possible rate. However, a less tedious method, which yields essentially the same value, has been used in practical experimental measurements. This method consists of holding specimens at each of a series of constant temperatures for varying periods of time up to several hours, or at least until doubling the holding times causes no appreciable change in the amount of austenite formed, and then quenching to room temperature. The lower and upper limits of austenite formation determined by this isothermal technique have usually been designated $A_e_3$, and $A_e_1$. Subscripts 1 and 3 referring to the $A_1$ and $A_3$ lines of the binary Fe-Fe₃C phase diagram.

Grange\textsuperscript{1259} pointed out some ambiguities in the using of $A_e_3$, $A_e_1$ temperatures in question of terminology. In steels which contains three or more elements, the $A_1$ "line" becomes a three-phase field. Furthermore, the subscript "e" implies true equilibrium conditions which are rare if ever attained in steels of commercial purity. For these reasons, experimental measurements were conducted to measured the lower and upper limits of austenite formation, call $A_s$ and $A_f$. $A_s$ is defined as the temperature at which a barely detectable amount of austenite forms during prolonged holding at constant temperature and $A_f$ is the temperature at which the last trace of ferrite transforms to austenite on prolonged isothermal holding. Practically speaking, $A_s$ constitutes a ceiling for tempering and $A_f$ a floor for austenizing hypoeutectoid steels. In other words, $A_s$ is the doom of $\alpha$+cementite two phase region, and $A_f$ is the floor of single phase austenite region.

The $A_f$ defined by Grange\textsuperscript{1259} can be thus regarded as $A_e_3$. Based on experimental measurements from 19 steels, Grange developed an empirical formula for the calculation of $A_e_3$ temperature. This formula was derived by regression analysis from his own experimental measurements of 19 steels within the composition range:
0.30-0.63%C, 0.37-1.85%Mn, 0.16-0.30%Si, 0-3.41%Ni, 0-0.98%Cr, 0-0.33%Mo. This formula is expressed in the form

\[ Ae_3(°C) = 854.4 - 179.4C - 13.9Mn + 44.4Si - 17.8Ni - 1.7Cr \] (5.1)

Another formula for the calculation of \( Ae_3 \) temperature was developed by Andrews\cite{254} in 1965 from binary phase diagrams and calibration of the constants with the experimentally measured \( Ae_3 \) temperatures by Grange,\cite{259}

\[ Ae_3(°C) = 913 - ΔT - 25Mn - 11Cr - 20Cu + 60Si + 60Mo + 40W + 100V + 700P \] (5.2)

where \( ΔT \) accounts for the effects of carbon and Ni, by adding \( Ni/10 \) to C as given in Table 5.1.

Watt and Henwood \textit{et al.}\cite{177-179} used the empirically developed formulas for \( Ac_3 \) by Andrews\cite{254} in their microstructure prediction algorithm for weld heat affected zone

\[ Ac_3(°C) = 912 - 203\sqrt{C} - 15.2Ni + 44.7Si + 104V + 31.5Mo + 13.1W - (30Mn + 11Cr - 20Cu - 700P - 400Al - 120As - 400Ti) \] (5.3)

This formula was reportedly valid within composition range: 0.08-0.59%C, 0.04-1.98%Mn, 0.09-1.78%Si, 0-5.0%Ni, 0-4.48%Cr, 0-1.05%Mo, 0-4.10%W, 0-0.07%V, and 0-0.072%As.

Probably the most accurately measured \( Ae_3 \) temperatures of steels were those reported by Grange,\cite{259} and then those in U.S. Steel Atlas.\cite{156} The computed \( Ae_3 \) temperatures using the model presented in this thesis, for the 19 steels measured by Grange\cite{259} and 72 steels in U.S. Steel Atlas,\cite{156} are presented in Figure 5.1 and 5.2 in comparison with the experimental measurements. The performance of the models developed in this research, the model by Kirkaldy and Baganis,\cite{254} and the empirical formulas described above were evaluated by comparing the predicted with the experimentally measured \( Ae_3 \) temperatures for the 19 steels by Grange\cite{259} and for 72 steels in U.S. Steel Atlas.\cite{156} Statistics analysis of the computed results were performed to evaluate the accuracy of different models in terms of mean difference, root mean square (R.M.S.) difference, and standard deviation. The results are listed in Table 5.2 and 5.3 against the 19 steels measured by Grange\cite{259} and 72 steels in U.S. Steel Atlas.\cite{156}
The results in this study clearly demonstrated that all models gave reasonably good predictions to the $A_e$ temperatures of steels. Overall, the thermodynamics model presented in this thesis, Andrews' $A_e$ formula, and Grange's $A_e$ formula, all gave excellent predictions to $A_e$ temperatures of steels. Statistically, the calculated $A_e$ temperatures using Andrew's $A_e$ formula were slightly higher than the experimentally measured. The calculated $A_e$ temperatures using the model presented in this thesis and Grange's $A_e$ formula were slightly lower than the experimentally measured. The model developed by Kirkaldy and Baganis also has considerable accuracy. It is interesting that calculated $A_c$ temperatures using Andrews' $A_c$ formula were consistently lower than the experimentally measured, quite contradictory to one's expectation that the calculated $A_c$ temperatures might be slightly higher than the experimentally measured $A_e$ temperatures. This may be associated with uncertainties of the coefficients of elements in the parenthesis in Equation 5.3 as mentioned by Andrews.\textsuperscript{[244]}

The model presented in this thesis is an improvement of the originally model by Kirkaldy and Baganis.\textsuperscript{[204]} This study has demonstrated that this improvement offers better accuracy particularly at high temperatures which are associated with low carbon contents. This was attributed to the elimination of some simplifications made in Kirkaldy-Baganis model by introducing more updated thermodynamics data.

It is interesting to investigate the partition of alloying elements during austenite decomposition to ferrite under equilibrium condition. The iterative nature of the algorithm used in the thermodynamics model of this thesis made it difficult to evaluate the partition of alloying elements because of their interactions. With the assumption that the term $\varepsilon_{n}^{\gamma}X_{n}^{\gamma} - \varepsilon_{n}^{\alpha}X_{n}^{\alpha}$ was negligible in the equilibrium of each substitutional alloying elements in the two phases, Kirkaldy, Thomson and Baganis\textsuperscript{[205]} proposed relationship to calculate partition coefficients of alloying elements

$$A_{i} = \frac{\exp\left(\frac{\Delta^{0}G_{i}}{RT} + \varepsilon_{i i}^{\gamma}X_{i}^{\gamma}\right)}{1 + \varepsilon_{i i}^{\alpha}X_{i}^{\alpha}\exp\left(\frac{\Delta^{0}G_{i}}{RT}\right)} \quad (5.4)$$
which is a first order approximation to the partition of alloying elements. Close data analysis during the computation revealed that the partitioning coefficients calculated using Equation 5.4 were indeed in fairly good agreement with the computed results in this study which has eliminated those assumptions. The computed partitioning coefficients of alloying elements during $\gamma \rightarrow \alpha$ decomposition at 1000 °K using Equation 5.4 are presented in Table 5.3. It is clear that all alloying elements have significant partition coefficients. The partition of alloying elements not only affects the thermodynamics of the multicomponent system, but also has profound effects on the austenite decomposition kinetics which will be discussed later in Section 5.4.

5.1.2 $A_{e_1}$, $A_{s_1}$ Temperatures and Eutectoid Composition

In the original work by Kirkaldy, Thomson, and Baganis, Gibbs-Duhem equation was used to compute the compositional deviation of Acm from binary Fe-Fe$_3$C phase diagram. To calculate the eutectoid point, they set the carbon content in austenite as a variable and defined the common point of computed $A_{e_3}$ curve and Acm curve as the eutectoid point. This approach can only be treated as an approximation. The concept of this approach to determine eutectoid point is incorrect because this point does not represent the eutectoid point of a steel. The inaccurate assumption is that austenite decomposition path to ferrite is restrained in the isopleth of the steel composition of alloying elements instead of a unique curve in the multi-dimensional space determined by thermodynamics equilibrium. This assumption has been corrected by Hashiguchi et al. However, Hashiguchi et al. did not compute the temperature range for the eutectoid decomposition. They only calculated the temperature for austenite to decompose into eutectoid. This temperature represents the upper limit of the $\alpha + \gamma +$ cementite three phase region.

As identified in Chapter 3, eutectoid reaction occurs in a temperature range instead of at a fixed point as in binary Fe-Fe$_3$C phase diagram. There is a three phase (ferrite+austenite+cementite) region in the n-dimensional phase diagram. The $A_{e_1}$ temperature defined by the author as well as by Hashiguchi et al. represents the upper
limit of this region. It is not comparable to the $A_s$ temperature defined by Grange in his experimental measurements. The $A_{sl}$ temperature defined in this research correlates to the lower limit of this region, which should be comparable with the $A_s$ temperature defined by Grange. The significance of $A_{sl}$ and $Ae_1$ is that, in a TTT diagram, they represent the asymptote of pearlite start curve and pearlite finish curve respectively.

Grange developed an empirical formula for the calculation of $A_s$ temperatures of the 19 steels based on his measurements. This formula is expressed by

$$A_s(°C) = 723 - 13.9Mn - 14.4Ni + 22.2Si + 23.3Cr$$

This equation is valid within the same composition range as that of his $A_i$ formula, Equation 5.1.

In the algorithm by Watt et al., $Ae_1$ temperature was approximated with the empirical formula for $A_{CI}$ developed by Andrews,

$$A_{CI}(°C) = 723 - 10.7Mn - 16.9Ni + 29.1Si + 16.9Cr + 290As + 6.38W$$

which was derived within the composition range: $0.08 < C < 1.43$, $0.04 < Mn < 1.98$, $0.06 < Si < 1.78$, $Ni < 5.0$, $Cr < 4.48$, $Mo < 2.61$, $W < 4.10$, $V < 2.51$, $As < 0.072$.

The computed $Ae_1$ and $A_{sl}$ temperatures for the 19 steels measured by Grange and 66 steels in U.S. Steel Atlas are shown in Figure 5.3 and 5.4. It is clear from these two figures that the computed $Ae_1$ temperatures are consistently higher than the measured $A_s$ temperatures and the computed $A_{sl}$ temperatures are consistently lower than the measured $A_s$. Most of the measured $A_s$ temperatures are within the range from $A_{sl}$ to $Ae_1$. The computed $Ae_1$ temperatures by Hashiguchi, et al. were also consistently higher than the measured $A_s$ temperatures. This is because the computed $Ae_1$ temperature represents the upper limit of the three phase region, whereas the measured $A_s$ temperatures represents the lower limit of this region.

The calculated $A_s$ temperatures using Grange's $A_s$ formula, and $A_{CI}$ temperatures using Andrews' $A_{CI}$ formula were found in excellent agreement with experimental measured $A_s$ temperatures.

The difference between computed $A_{sl}$ temperatures in this study and the measured $As$ temperatures by Grange and in the U.S. Steel Atlas are within the accuracy of
experimental measurements. For the technique mentioned by Grange, one can always expect that the measured $A_S$ temperatures be higher than the actual ones because of the criterion used in the measurement. To detect the formation of austenite, there must be appreciable amount of austenite formed which can only be achieved by heating a sample above its actual $A_S$ temperature. In the meantime, the author admits that the model presented in this thesis may also be subjected to errors because of neglecting the formation of carbides and other intermediate phases. The formation of carbides and other minor phases may change the composition of austenite and thus affect the multi-phase equilibria in the eutectoid reaction region. Nevertheless, thermodynamics data for the computation of $Ae_1$, $A_S$ are still lacking, particularly for those strong carbide formers.

In this research, the eutectoid composition was defined as the austenite composition at $A_S$ temperature in this research. The model presented in this study is so far the only one which computes $A_S$ and the eutectoid composition in a rational fashion. The computed results are in considerable agreement with Bain’s experimental measurements. Consequently the equilibrium amount of ferrite and pearlite of a hypoeutectoid steel at room temperature can be accurately determined by

$$X_{FE} = \frac{C_{Eut} - C}{C_{Eut} - C_F}$$

(5.7)

$$X_{PE} = 1 - X_{FE} = \frac{C - C_F}{C_{Eut} - C_F}$$

(5.8)

where $C_{Eut}$, $C$ and $C_F$ are the carbon content in the eutectoid, steel, and in ferrite.

Watt et al. combined Equation 5.3 and 5.6 to determine the common carbon concentration and they defined this concentration as the eutectoid point. The whole concept is limited in a binary system. The estimated carbon content in the eutectoid with this method was often found to be unreasonably high for many steels. This contradicts a well known fact that almost all the alloying elements in steels would reduce the carbon content in the eutectoid. This was caused by extrapolating the $Ae_1$ formula outside
its valid range: $0.08 < C < 0.59$. Thermodynamically this method is incorrect because further austenite decomposition to ferrite will not follow Equation 5.3 once it gets started. In principle, an estimated eutectoid carbon content higher than 0.59 using this method should be discarded.

### 5.2 Austenite Grain Growth

Austenite grain growth in heat treating of steels has been studied with empirical kinetics model

$$D_t^n - D_0^n = A t \exp\left(-\frac{Q}{RT}\right)$$

where $t$ represents time, $R$ is the gas constant, $A$, $n$, and $Q$ are the kinetics parameters for the grain growth. Reported kinetics parameters in the literature for different class of steels have been compiled and presented in Table 3.9. These parameters are known to be dependent on the steel chemistry and metallurgical processes. Austenite grain growth kinetics varies from steel to steel and kinetics parameters were normally measured under isothermal conditions. Application of these parameters may lead to overpredictions of prior austenite grain size in weld heat affected zone. Experimental examination should be conducted if there is any doubt about the accuracy of austenite grain size predictions.

Microscopical examinations of the cladding heat affected zone of the steel involved in this study in this research revealed that prior austenite grain sizes were quite uniform in the coarse grain heat affected zone. The average diameter of prior austenite was 105 microns. The predicted austenite grain sizes with any set of the compiled kinetics parameters in Table 3.9 are much larger than the actual grain size in the heat affected zone. This discrepancy may have been attributed to the following factors:

1. steep thermal gradients,$^{1167}$
2. pining effects caused by partially melted zone,$^{1164,1165,230}$
3. pining effects from oxides.$^{238}$
Another possible error may have been caused by integrating grain growth kinetics equation for the whole time when temperatures were above $A_e$, or $T_{\text{DSS}}$ temperature. Ikawa et al.\cite{164,165} observed that 60-80\% of grain growth occurred in the heating period, and the grains stop growing when temperatures become lower than 90\% of the peak temperature during the cooling. This is a phenomena which the author has difficulty to understand. As a thermally activated process, austenite grain growth is strongly dependent on temperature and time. However, the heating part of the thermal cycle in weld heat affected zone is only a very small part of the whole cycle at high temperatures. A natural expectation is that the cooling cycle would contribute more to the austenite grain growth. Maybe because of this, numerical predictions of austenite grain growth in weld heat affected zone using empirical kinetics model with parameters measured isothermally are doomed to failure. At present state, grain growth in welding heat affected zone is too complicated to be simulated with a simple model of empirical kinetics.\cite{225} Any predictions on this subject have to be verified by experimental measurements.

The method presented in this thesis to model the growth of prior austenite is a semi-empirical method. The predicted prior austenite grain size profile is in reasonable agreement with microscopical observations. Before better understanding about the austenite grain growth in welding heat affected zones is attained, this method is a reasonable choice for computational modeling.

### 5.3 Predictions of Jominy Hardness Curves

It is practically easier to compare predicted hardness with experimental measurements than microstructure. The reaction kinetics model of austenite decomposition developed in this research has been presented in Chapter 3, Section 3.4, along with the model originally developed by Kirkaldy and Venugopalan.\cite{159} In this section, the reliability of these two computational reaction kinetics models are evaluated by applying them to the prediction of Jominy hardness of steels. Also evaluated in this research was the empirical model by DeAndrés and Carsf\cite{191} based on CCT diagrams.
Thermal data needed for the microstructure and hardness predictions in Jominy end-quench bars were obtained from finite element analysis. The predicted Jominy hardness curves were then compared with the experimental hardness measurements.

Four steels were selected in this part of the study which include two C-Mn steels (A36 and A588), and two hardenable low alloy steels (4140 and Class I steel for submarine propeller shafts). The composition of these steels are shown in Table 5.7. The austenization temperature and holding time used in the end quench tests are listed in Table 5.8. Jominy hardness was measured in Rockwell C and then converted to Vickers. When the Rockwell C hardness values become less than 20, undetectable with Rockwell C, hardness was then measured in Vickers.

Finite element analysis was performed to simulate the heat transfer during Jominy end quench test. Results of the heat transfer analysis provided the needed information for the microstructure and hardness predictions. Because of the axisymmetry of Jominy bars, two dimensional thermal elements with axisymmetric formulation option were used to discretize the Jominy bar. The finite element mesh is presented in Figure 5.5. The density of Jominy bars was assumed to remain constant at the room temperature value, 7860 kg/mm³. Temperature dependent thermal conductivity and enthalpy change of materials were used in the analysis and are presented in Figure 5.6 and 5.7, respectively. The heat of solid state phase transformation was ignored in the finite element heat transfer analysis because of the difficulty in determining the temperature range which the heat is released during cooling. Cooling rate in Jominy bars changes dramatically with the Jominy distance and consequently the temperature range for austenite decomposition to take place is different from location to locations.

The convective film coefficient at the quenching end is assumed to have a very high value, $10000 \text{ W/m}^2\text{K}$, at surface temperature higher than 100 °C, see Figure 4. The other free surfaces of the bar are subject to free convection in air and radiation which was incorporated in the analysis by introducing combined heat transfer coefficient. An emissivity value of 0.3 was used in this analysis. Free convection at the cylindrical surface of Jominy bars was approximated by the solution for vertical cylinders. The solution is the same for a vertical plane surface as shown in Equation 2.16 and 2.17.
Free convection at the top surface of Jominy bars was approximated by the solution for heated plate facing up. The solution was provided by Goldstein *et al.*[185] and Lloyd and Moran[186] based on the work of McAdams[184]

\[ Nu = 0.54Ra^{1/4} \] (5.10)

for \(2.6 \times 10^4 < Ra < 10^7\) and

\[ Nu = 0.15Ra^{1/3} \] (5.11)

for \(10^7 < Ra < 3 \times 10^{10}\) with the characteristic length expressed by Equation 2.18. The combined heat transfer coefficient at the cylindrical surface of Jominy bars is shown in Figure 5.8 which clearly indicates the dominant effect of radiation.

The results of finite element heat transfer analysis of the end quenching of Jominy bars were used as the thermal history input for microstructure predictions. Consequently, the microstructure distribution profile along the Jominy bar was calculated. By incorporating the hardness calculation formulas in Creusot-Loire system, presented in Section 3.5, the hardness distribution along the Jominy bar can be calculated.

The thermodynamics parameters for these four steels, which are needed in the microstructure prediction using the reaction kinetics model presented in this thesis and the model by Kirkaldy and Venugopalan, are presented in Table 5.9 and 5.10. Table 5.9 contains the important temperatures for austenite decomposition in these steels. Table 5.10 presents the predicted equilibrium amount of ferrite and pearlite at \(A_s\), temperatures of these steels.

The predicted Jominy hardness curves are presented in Figure 5.9 to 5.12 in comparison with the experimentally measured results. Obviously all models gave reasonable predictions for A36 and A588 steels. Kirkaldy-Venugopalan model[119] gave less accurate predictions for steels with higher hardenability, 4140 and Class I steels. The reaction kinetics model presented in this thesis, as well as empirically based DeAndrés-Carsi model, however, gave better predictions to 4140 and Class I steels. The agreement between the predicted Jominy hardness with the thesis model and the experimental measurements is excellent. The DeAndrés-Carsi model[119] seems to
overpredicts the rate of ferrite reaction when one compares the predicted hardness at the quenching end of A36 and A588 samples and the other end of 4140 and Class 1 steel samples.

The model presented in this thesis was developed based on modifications on the original Kirkaldy-Venugopalan model. A detailed discussion on the rationales of these modifications and their effects will be presented in Section 5.4.

5.4 Discussion on Empirical Models

The results of this study clearly demonstrated that the predicted Jominy hardness curves using the model presented in this thesis and the model by DeAndrés-Carsí are quite comparable. The DeAndrés-Carsí model is a good representative of empirically based models, such as Creusot-Loire model and weld HAZ models developed based on the concept of carbon equivalents. Thus the discussion in this section pertains to all the models of this type.

DeAndrés-Carsí model gave reasonable predictions to the Jominy hardness curves of steels and was reported quite successful in predicting final microstructure and hardness of quenched steels. Its mathematics is very simple and easy to be incorporated into a computer program. Thus one may question the necessity or desirability of developing the reaction kinetics based computational model presented in this thesis. The arguments for this development are three fold. First, the model presented in this thesis is a generic computational model, formulated based on the first principles of reaction kinetics of austenite decomposition. Second, this model has the capability of simulating the whole process of phase transformations, thus provide a complete picture of the microstructure development, versus only predictions of the final microstructure given by DeAndrés-Carsí model. Third, this model can account for any nonlinear cooling rates whereas the DeAndrés-Carsí model is limited to linear or quasi-linear cooling rates.

In the practice of microstructure prediction, DeAndrés-Carsí model bears a serious limitation. It uses only one parameter, \( V_r \), cooling rate at 700 °C, to represent the cooling condition for the whole thermal cycle. This may be a reasonable
approximation to the quenching of steels, where cooling rates are quite fast and linear. When the cooling rate in an area is very nonlinear, like in weld heat affected zone, this model will generate substantial errors, because all CCT diagrams measured with dilatometry method, the data base on which this model was developed, were usually measured with linear or quasi-linear cooling rates. In the welding of hardenable steels, preheating has been a common practice to reduce the risk of hydrogen assisted cracking. During a multipass welding operation, interpass temperatures are normally elevated. In either of these situations, the cooling rates in the temperature range for bainite and martensite reactions considerably slowed down and are much smaller than the cooling rates at 700 °C. Hence, DeAndrés-Carsf model will not give accurate predictions in these applications. Only computational models can account for the nonlinearity of cooling curves properly.

5.5 Discussion on Reaction Kinetics Models

Jominy hardness computations in this research confirmed an earlier observation by Lee and Bhadeshia:244 Kirkaldy-Venugopalan model works reasonably well for C-Mn steels and steels containing lower alloy content, but less satisfactory for higher alloyed steels. The reaction kinetics model presented in this thesis was developed based on modifications of original Kirkaldy-Venugopalan115 model. This section is to discuss the rationales behind the modifications made in the development of the thesis model.

The thesis model and Kirkaldy-Venugopalan model, as well as the model developed at Kawasaki Steel,155 all started with modeling isothermal reaction kinetics. The predicted incubation and completion times at the nose temperatures of ferrite and bainite reactions may be considered as good indications of steel hardenability. The predicted results of 4140 steel are listed in Table 5.11 and 5.12 for ferrite and bainite reactions respectively. The prior austenite grain size in this sample was predicted using DeAndrés-Carsf model119 G = 8.

It is interesting to notice that both Kirkaldy-Venugopalan model and Kawasaki Steel model were calibrated with the same data base, U.S. Steel Atlas, but they give
quite different predictions. The predicted incubation times using these two models are quite short for both ferrite and bainite reactions comparing to those predicted with the thesis model. Kirkaldy-Venugopalan model would predict short completion times. Kawasaki Steel model, on the other hand, predicted quite long completion times. The discrepancies caused by these two models motivated the author to re-evaluate the accuracy of their database, U.S Steel Atlas. A reasonable speculation is that either there exist systematic errors in the database, U.S. Steel Atlas, or systemic errors were introduced in Kirkaldy-Venugopalan model during the calibration process, or even the mathematical formulation of Kirkaldy-Venugopalan was not quite right.

Another indication of predicted steel hardenability is the critical cooling rate for the formation of 100% martensite. The predicted results for 4140 steel using different models, including some empirical models, are presented in Table 5.13. All models, except Kirkaldy-Venugopalan model, predicted that the critical cooling rate for the formation of 100% martensite for 4140 steel is determined by suppressing bainite reaction. It is clear from the results in this research that Kirkaldy-Venugopalan model overestimated the rates of ferrite reaction in hardenable steels which led to the underestimation of steel hardenability.

Although Kirkaldy-Venugopalan model failed to give accurate predictions for the Jominy hardness of hardenable steels, one can not deny or underrate the great contribution made by Prof. Kirkaldy in this life time research in steel hardenability. The philosophy presented in his numerous publications is highly regarded by the author as the most comprehensive to date. Therefore, the author has put a lot of effort in recognizing the sources of errors in this model and sought ways to modify this model. The modifications are considered as an important step to perfect this model so that the modified model can be used for microstructure predictions in a full scale without introducing artificial fudge factors.

Careful examinations on the mathematics formulation of Kirkaldy-Venugopalan model suggested that its accuracy was affected by the following factors:

- accuracy of the database used in the model calibration,
- expression of I(X) term,
• accounting for the effects of alloying elements,
• accounting for the effects of austenite grain size.

Following discussion is focused on the implications of the original Kirkaldy-Venugopalan model and the justifications of modifications carried out in this research towards minimizing errors.

5.5.1 Accuracy of Database

Any theoretically based model has to be calibrated with some experimental data, and the predictions given by a model is only as reliable as the data with which the model was calibrated. The Kirkaldy-Venugopalan model was calibrated with the TTT diagrams from U.S. Steel Atlas.\[156\] It is reasonable to speculate that systematic errors were introduced into the Kirkaldy-Venugopalan model from this database. The U.S. Steel Atlas was the oldest, and probably most familiar compilation of TTT diagrams. This collection contains more than one hundred TTT diagrams, taken from work done at the U.S. Steel Research Laboratory and also from open literature at the time of publication. Because of the variety of sources for this data, a variety of experimental procedures were involved. Most of the diagrams, however, were based on metallographic observation and hardness measurements of specimens transformed for various times at different temperature and quenched.

The first edition of U.S Steel Atlas was published in 1943 prompted by the growing realization on the part of producers, heat treaters, and users of steel that such information can be of great practical value. Continued requests for copies of the Atlas led to a second edition, issued in 1951, containing additional diagrams and data. The third edited was published in 1963.\[156\] The U.S. Steel Atlas is now out of print. However, the American Society for Metals has issued publications\[263,264\] containing many of the TTT diagrams from the U.S. Steel Atlas, supplemented with some CCT diagrams. Among these TTT diagrams, there are many TTT diagrams for low alloy steels which reportedly have incubation times at the nose temperature less than one second, or a few seconds. Such things as reporting incubation times of no more than 2 seconds for
forming 0.1% volume fraction of transformation product were particularly suspicious. It is practically impossible to quench a sample at a theoretically infinite fast cooling rate to the nose temperature and hold the sample at the temperature to less than one second, or a few seconds, and then quench the sample to room temperature at a theoretically infinite fast cooling rate. This was also notified in the Appendix of the third edition:

"The principal curves of the I-T diagram have been drawn as broad lines, not only so that they will stand out among fainter coordinate lines, but also to emphasize that their exact location on the time scale is not highly precise, even for the particular steel sample they represent. Portions of these lines are often shown as dashed lines to indicate a much higher degree of uncertainty. Thus all portions of lines extending to the left of the 2-second coordinate are dashed lines because, for times less than about 2 seconds, reliable and accurate measurements were not possible by the methods used."

"In this connection, it should be recognized that the I-T diagram is designed to represent the over-all pattern of transformation in a particular composition and, particularly in regions in which transformation occurs rapidly, should not be regarded as being always a summary of a complete set of highly precise quantitative measurements, the principal fundamental difficulty, of course, is that even a very small piece of steel requires some appreciable time interval to cool throughout to the temperature of the isothermal bath...."

A very important notification in the appendix of U.S. Steel Atlas, which could often be neglected, is that many beginning lines which represent short incubation times were not actually measured, even in the "nose" region of rapidly transforming steels, but estimated from measured data for longer times using the method proposed by Austin and Rickett.\textsuperscript{[265]} Therefore, considerable judgment is often required in constructing an TTT diagram from experimental data and equal judgment is required in its interpretation with respect to conditions different from those under which it was determined. An experienced scientist or metallurgist should not read into an TTT diagram an unduly high
degree of accuracy nor condemn it because it is not always based upon a complete set of highly precise measurements.\textsuperscript{1361}

It is commonly believed that CCT diagrams measured with dilatometry method may not be able to give accurate volume fractions of transformation products, but they have better accuracy in determining the temperature range for austenite decomposition reactions during continuous cooling at certain rates.\textsuperscript{1441} CCT diagrams are also a natural approximation for the phase transformations under most of the cooling conditions in heat treating or welding operations. Thus the author sought a way to calibrate the phase transformation model with CCT diagrams. The critical formulas presented in DeAndrés-Carsí model were developed based on regression analysis on CCT diagrams. They provided a convenient means for the model calibration in this research. This may partially explain why the model developed in this research performed better than the Kirkaldy-Venugopalan model. The calibration of the model presented in this thesis was performed around a pseudo steel composition: C=0.3\%, Mn=0.5\%, Si=0.25\%, Ni=1.05\%, Cr=0.5\%, Mo=0.25.

5.5.2 Reaction Rate

The model developed in this study, as well as Kirkaldy-Venugopalan model, indicates that all diffusional austenite decomposition reactions terminated in finite time. The Kirkaldy-Venugopalan model used the \(I(X)\) expression

\[
I(X) = \int_{0}^{X} \frac{dX}{X^{2(1-X)/3}(1-X)^{2/3}}
\]

(5.12)

to simulate the sigmoidal effect of phase transformations. In this research, an equivalent expression

\[
S(X) = \int_{0}^{X} \frac{dX}{X^{0.4(1-X)}(1-X)^{0.4+x}}
\]

(5.13)
was used. The constant 2/3 in $I(X)$ expression was replaced by 0.4 to match with the empirical observation, $r_{1.0\%} = 4r_{0.1\%}$ mentioned by Kirkaldy, Thomson and Baganis.\[205\] Equation 5.12 would, on the other hand, predict $r_{1.0\%} = 2.2r_{0.1\%}$.

Numerical integration was performed with $\Delta X = 10^{-3}$ for these two expressions. The results are shown in Figure 5.13 and one can notice the similarity of the profiles of these two curves. Some typical values are presented in Table 5.14.

It is interesting to note the ratio between the time to finish ($X = 1.0$) and the time to start ($X = 1.0\%$) a reaction. The Kirkaldy-Venugopalan model predicts $I(1.0)/I(0.01) = 7.24$, i.e., $r_{1.0\%}/r_{0.01} = r_{1.0}/r_{0.01} = 7.24$ at any temperature. The model presented in this thesis, however, predicts $S(1.0)/S(0.01) = 19.9$. This characteristics of $I(X)$ and $S(X)$ expressions is very critical in predicting accurately the incubation time for a reaction. Since all the computational models were calibrated to the incubation times, cautions must be taken very carefully in the calibration process. The small ratio between the time to finish and to start a reaction in Kirkaldy-Venugopalan model has seriously worsened the predictions for steels with reported small incubation times. This may be the reason which forced Kirkaldy and Venugopalan to include an empirical term in the $I'(X)$ expression for the calculation of bainite reaction.

The reaction kinetics model presented in this thesis shared a common misconception with Kirkaldy-Venugopalan model.\[159\] The mathematical formulation of these two models suggest the time for a diffusional reaction to reach completion is directly proportional to its incubation time at any temperature. This is inherent in the derivation of Zener and Hillert’s reaction kinetics.\[160,161\] The natural deduction of this formulation is that both the start curve and finish curve of a reaction in a TTT diagram would have same profile. This is not true. All the experimentally measured TTT diagrams would demonstrate that the nose temperatures of finish curves for bainite and pearlite reactions are always lower than those of the starting curves. A reasonable explanation is that all the diffusional phase transformations have different equilibrium temperatures to start and complete the reactions. For example, austenite starts to decompose into pearlite at $Ae_1$ temperature and the reaction is completed at $As_1$ temperature under equilibrium condition. Consequently, the start curve and finish curve
have different asymptotes: \( A_\epsilon \) for the start curve, \( A_\delta \) for the pearlite finish curve. The same analogy would apply to ferrite and bainite reactions. At the current state, however, the Zener-Hillert\(^{165-161} \) type formulation offers the best foundation for computational modeling.

### 5.5.3 Effects of Alloying Elements

The mathematical formulation of Kirkaldy-Venugopalan model suggests that the effects of alloying elements on steel hardenability are additive. This is contradictory to the common perception which says that the effects of alloying elements on steel hardenability are multiplicative.\(^{116-119, 256-257} \) This was introduced into the model through the approximation of the effective diffusion coefficient for the phase transformation\(^{157-159} \)

\[
\frac{1}{D_{\text{eff}}} = \frac{1}{D_C} + \sum_{i=2}^{n} \frac{k_i C_i}{D_i}
\]

(5.14)

provided the mechanism for all elements is the same. How many terms correlated to different alloying elements should be incorporated in the approximation for effective diffusion could be a very critical problem in deriving a valid and general formula for a phase transformation.

In this research, the author classified the effects of alloying elements on steel hardenability in thermodynamic and kinetic perspectives. Thermodynamically, they affect steel hardenability by influencing the equilibria of Fe-C-M multicomponent system. Thus they either enlarge or suppress the temperature regions for each austenite decomposition reaction. The kinetic effects of alloying elements on steel hardenability are that they all uniquely affect phase transformation through partitioning at the phase boundary. Theoretically speaking, all the alloying elements which would partition during austenite decomposition will affect the effective diffusion coefficient. Table 5.3 lists the computed partition coefficients of alloying elements at 1000 °K. It is very clear that all alloying elements will partition during ferrite reaction and thus they will influence the effective diffusion coefficient.
The question is then how to model the kinetics effects of alloying elements on effective diffusion coefficient for a austenite decomposition reaction. If the effective diffusion coefficient is expressed in Arrehius rate equation, a reasonable speculation is that alloying elements affect both the activation energy and proportion coefficient. It was conjectured that the addition of alloying elements in low alloy steels would not change the mechanism of a diffusional austenite decomposition reaction, and the diffusion of each alloying element at the phase boundary has an activation energy close to the self diffusion of iron atoms during the reaction. Therefore the author has adopted a methodology of using a fixed value of activation energy for austenite decomposition reaction and incorporating the kinetics effects of alloy elements in the term of proportion coefficient.

The methodology of modeling the effective diffusion coefficient in this thesis is similar to but slightly different from that presented in Kirkaldy and Venugopalan model. A very significant difference between these models is that the effects of alloying elements are multiplicative in the thesis model but additive in the Kirkaldy-Venugopalan model. Experimental observations\cite{116,119,266,267} clearly support the formulation of the thesis model. This formulation difference can partially explain why Kirkaldy-Venugopalan model works very well for steels with poor hardenability, but so satisfactorily for steels with higher hardenability which is associated with more alloying element additions.

5.5.4 Effects of Austenite Grain Size

The original Kirkaldy-Venugopalan model\cite{159} assumed nucleation site saturation at grain boundaries. For each diffusional reaction, there is thus a grain size term $1/2^{(G-1)/2}$ which literally represents the number of grains per square inch at 100 $\times$ magnification. A difference of 2 in ASTM grain size will affect rates of austenite decomposition reactions by a factor of 2. This term was later adjusted by Kirkaldy\cite{233} to $1/2^{G/8}$ which represent the 1/4 power of the austenite grain diameter. A difference of 2 in austenite grain size thus affects steel hardenability by a factor of 1.18. Mathematically, this adjustment suggests less significant effects of austenite grain size.
The rationale behind this adjustment was claimed to match the incubation time transient predicted by Cahn\cite{154} for nucleation and growth from grain boundary. Actually, the classical phase transformation kinetics theory developed by Johnson-Mehl,\cite{153} Avrami,\cite{148,149} and Cahn\cite{154} is more complicated than this. Cahn\cite{154} studied four types of nucleation sites: homogeneous nucleation, grain boundaries, grain boundary edges, grain boundary corners. He analyzed the half time of a reaction and its dependence on the austenite grain diameter $D$. He concluded that the half time of a reaction is proportional to the $D^{1/4}$ for grain boundary nucleation, $D^{1/2}$ for edge nucleation, $D^{3/4}$ for corner nucleation, $D^{1}$ for site saturation and $D^{0}$ for homogeneous nucleation.

It is the author's perception that all these nucleation sites are competing with each other. The overall effect of the austenite grain size on each reaction may thus be considered some kind of average among all these nucleation mechanisms. The coefficients of grain size term in the model developed in this research may be interpreted as the overall effects of grain size. The coefficients in Equation 3.68, 3.70, and 3.72 indicate that ferrite reaction is close to the site saturation, pearlite and bainite reactions are between edge nucleation and corner nucleation.

5.5.5 Activation Energy

The exponent of undercooling $n$ in these two models and the activation energy $Q$ for a phase transformation determine the shape of a curve. It is not unreasonable to assume one single value of activation energy for austenite decomposition reactions. The challenge is how to find this value with optimal fit which would predict reasonable shape of $C$ curves combined with the exponent of undercooling term. One can expect to somehow correct the errors introduced by this simplification in later stage of model calibration. At the nose of each C curve, there exists a simple relationship

$$Q = \frac{nRT_N^2}{AT}$$

(5.15)
where $T_N$ is the temperature at the nose of a C curve. In this study, an activation energy value of 27500 cal/mol°K was adopted. This correlates to the activation energy of self diffusion of iron atoms at phase boundaries. If the activation energy of a reaction is known, the nose temperature, at which shortest incubation time is expected, can be expressed by

$$T_N^{(°K)} = -\frac{Q + \sqrt{Q^2 + 4nQRae_3(°K)}}{2nR}$$

The calculated $T_N$ values based on $Q=27500$ cal/mol°K for many steels are in good agreement with the experimentally measured nose temperatures for ferrite, pearlite, and bainite reactions in TTT diagram compendiums. This has justified the use of a single value of activation energy for austenite decomposition reactions.

The author did not find it necessary to incorporate another empirically derived term to simulate the sluggish bainite reaction. The error introduced by $I(X)$ expression in Kirkaldy-Venugopalan model and determination of bainite reaction incubation time may be the reasons which forced them to use their correction term in $I'(X)$ expression.

5.6 Concluding Remarks

The verifications and justifications of the model presented in this thesis for microstructure and hardness predictions developed in this research have been presented in this chapter. The results of this study clearly demonstrated improvements of the models by Kirkaldy and his associates. The thermodynamics models for computing Fe-C-M multicomponent system equilibria and the reaction kinetics model developed in this research are very successful in the microstructure predictions. And they are expected to give more reliable predictions for the microstructure development in weld heat affected zone.

The author attributes the success of the model presented in this thesis to the inspiration from the continuous work of Prof. Jack Kirkaldy on steel hardenability. The philosophy and the modifications of the models in this thesis is an extension or
continuation of his work and a necessary step towards perfection. The author is fully aware of the fact that Kirkaldy himself did not use the Kirkaldy-Venugopalan model to the full scale for the prediction of microstructural development in steels. Instead, he only used this model to predict TTT and CCT diagrams of steels. He developed a unique method for the calculation of Jominy hardness of steels with considerable accuracy.\textsuperscript{[268-271]}

It was concluded from current studies that the growth of austenite grains is too complex to be modeled with a single relationship based on empirical grain growth kinetics. This conclusion is particularly true for the prediction of austenite grain size in weld heat affected zone. As a matter of fact, modeling prior austenite grain growth is a universal problem in modeling microstructure development in welds. The author adopted a semi-empirical approach in this research to model the austenite grain growth. Before more understanding of austenite grain growth in weld heat affected zones is obtained, this approach remains to be a reasonable choice. Experimental evaluations are recommended to guarantee accuracy of final microstructure predictions.

Applications of the models developed in this research will be demonstrated in next Chapter, which include computation of TTT and CCT diagrams, prediction of weld heat affected zone microstructure and hardness, and characterizing steel weldability.
CHAPTER 6
MICROSTRUCTURE AND HARDNESS
IN THE HEAT AFFECTED ZONE

The models for the prediction of microstructure development in weld heat affected zones of steels have been presented in Chapter 3. The reliability of the models for predicting multicomponent Fe-C-M system equilibria has been verified in Chapter 5 with the experimental measured data in the literature. The accuracy of the reaction kinetics model for austenite decomposition in low alloy steels has been confirmed in Chapter 5 by the prediction of Jominy hardness of steels. This Chapter is mainly dedicated to the prediction of microstructure and hardness in the heat affected zones of electroslag cladding. Applications of these models in predicting TTT and CCT diagrams, with specific reference to the grain coarsened and grain refined regions of HAZs, are also presented in this Chapter for the purpose of help understanding the phase transformation behavior in the heat affected zones.

A steel for manufacturing submarine propeller shafts, MIL-S-23284 Class I steel, was selected in this study. The composition of this steel has been presented in Table 4.7. Thermodynamics parameters of this steel are shown in Table 4.9.

6.1 TTT Diagrams for the HAZ

Computation of TTT curves with the models presented in Chapter 3 was done in three steps. The first step was to compute $Ae_1$, $Ae_2$, $As_1$, $Bs$, and $Ms$ temperatures, as well as the eutectoid composition of the steel using the thermodynamics model. Consequently the equilibrium amount of ferrite and pearlite at room temperature could
also be estimated. The second step was to define the volume fraction of each phase transformation product which each C curve would represent. In this research, ferrite start, pearlite start, and bainite start curves were all associated with the formation of 1% volume fraction of transformed product. Thus the value of $S(X)$ term was calculated. For both ferrite and bainite reactions, calculation of $S(X)$ is straightforward since transformed volume fraction is directly used, thus $S(X)_{X=0.01} = 0$. For pearlite reaction, numerical integration was performed to evaluate $S(0.01/X_{pe})$ because phantom fraction $X = X_p/X_{pe}$ is used in the calculation. For both pearlite finish and bainite finish curves, $S(1.0) = 2.05$ is used. The third step involved the calculation of C curves using the kinetics equations presented in Chapter 3 and the plotting of C curves in a TTT diagram. These procedures can be used for the computation of TTT diagrams with reference to many applications which include heat treating and welding heat affected zones.

TTT diagrams with specific reference to the two distinct regions of heat affected zone, grain coarsened and grain refined regions, were computed. The only extra parameter needed in the computation was the austenite grain size. Metallographic examinations revealed that the average diameters of prior austenite grains in grain coarsened region and grain refined region were 105 and 5 microns respectively. The computed TTT diagrams are presented in Figure 6.1 and 6.2 for these two regions respectively.

From the predicted TTT diagram for grain coarsened region, Figure 6.1, one can see that ferrite and pearlite reactions are very retarded. Only martensite and bainite would expected to form in this region. The TTT diagram for the grain refined region, however, shows a good possibility to form ferrite in this region. The only difference in this two distinct regions is the prior austenite grain size. As the prior austenite grain size increases, all C curves are pushed to the right side which means for longer reaction times. The degree of this retarding effect of austenite grain size varies from reaction to reaction. It is more notable for ferrite reaction than for pearlite and bainite reactions. As the austenite grain size changes from 5 microns to 105 microns, ASTM grain size index changes from 12.3 to 3.55. The grain size term changes from 0.03 to 0.36 for ferrite reaction, 0.07 to 0.46 for pearlite reaction, 0.08 to 0.49 for bainite reaction.
6.2 CCT Diagrams for the HAZ

Computation of CCT diagrams for the clad HAZ were conducted using similar procedures. The first two steps were the same as in the computation of a TTT diagram. The third step, however, required approximation of the cooling curves. To be more comparable to the cooling cycles which were commonly used in the experimental measurements with dilatometry method, constant cooling rates were assumed in this research for computing CCT diagrams. The simulated samples were assumed to be austenized at 900 °C and were allowed to cool down with constant cooling rates to room temperature. The C curve which represented the start of a phase transformation is associated with the formation of 1% of transformed product.

The computed CCT diagram for the grain refined and grain coarsened regions of the heat affected zone are presented in Figure 6.3 and 6.4. They are in good agreement with the experimentally measured ones using dilatometry method. From these CCT diagrams, one can expect that only bainite and martensite would form in grain coarsened region over a wide range of cooling rates.

6.3 HAZ Microstructure and Hardness

The models presented in this thesis were applied to the prediction of microstructure development and hardness in the electroslag cladding heat affected zone of Class 1 steel. The predicted microstructure and hardness were first compared with the results from earlier experimental studies\(^\text{[272,273]}\) which were conducted at OGI using small blocks prior to the author's work. Then the models were applied to predictions of microstructure and hardness in the multipass electroslag cladding heat affected zone of Class 1 steel propeller shafts.

6.3.1 Comparison with Results from Experimental Studies

In the experimental studies which were directed towards characterizing the
microstructure in the electroslag cladding, single pass bead-on-plate clads were prepared on small plates, 10 cm thick, 16 cm wide and 50 cm long. Three different preheating temperatures were used: 93 °C (200 °F), 150 °C (300 °F), 204 °C (400 °F). Post weld stress relieve heat treatment were also conducted at 649 °C (1200 °F). Only as-welded hardness profile was compared in this research.

Hardness profiles were measured along the centerline of clad in Knoop hardness values. For comparison, the Knoop hardness values were converted to Vickers in this research.

A hardness profile was measured by Zhao[272] from a specimen with 93 °C preheat temperature. The heat transfer in such a specimen during electroslag cladding was simulated with the model presented in Chapter 2. The thermal cycles experienced in the heat affected zone were then used for the microstructure and hardness predictions. The predicted and measured hardness profiles in the heat affected zone as a function of the distance from the fusion line is presented in Figure 6.5. Excellent agreement is observed.

Only the microstructure in grain coarsened heat affected zones were characterized with both optical and electronic microscopic examinations. It was reported by Zhao[272] that the microstructure in the grain coarsened heat affected zone of the 93 °C preheated sample was consisted primarily of lath martensite and lower bainite. The computation yielded a microstructure of approximately (90% martensite + 10% bainite). For the 150 °C preheated sample, microscopic examinations revealed that the microstructure was dominated by upper bainite and auto-tempered martensite. The computation predicted approximately (80% martensite + 20% bainite). For the 204 °C preheated sample, microscopic examinations suggested that the microstructure was mainly composed of auto-tempered martensite. The computation produced approximately (60% martensite + 40% bainite). Again the computational predictions are in good agreement with the microscopic examinations.

One must be aware that it is difficult using transmission electronic microscope examination to quantify microstructural constituents. And computational modeling, at current state, is not able to distinguish upper bainite from lower bainite and to model the
tempering of martensite in a rigorous fashion.

Gao\(^{[273]}\) conducted more extensive hardness measurements in samples with different preheating temperatures. He investigated the effect of preheating temperatures on the hardness profile in weld heat affected zone. However, he only reported the measured hardness range in the heat affected zone. The author is not sure of the accuracy of his data. His results are presented in Figure 6.6 along with the predicted heat affected zone hardness profiles for different preheat temperatures. The agreement between these two data sets is fairly good.

As the interpass temperature increases, the cooling rates around Ms temperature decrease substantially. This causes potential uncertainty in the calculation of martensite hardness using Equation 3.80. One can speculate that cooling rates which were used to develop Equation 3.80 from CCT diagrams were much higher than the cooling rates in weld heat affected zone, particularly when the interpass temperature is elevated.

6.3.2 Microstructure and Hardness in the Multipass Electroslag Cladding Heat Affected Zones

Thermal cycles experienced in the heat affected zone of electroslag cladding onto shaft E290 are presented in Figure 6.7 as a function of the distance from the original clad/substrate interface. The predicted martensite volume fraction and hardness in the heat affected zone are plotted in Figure 6.8 and 6.9 as functions of the distance from the original clad/substrate interface. The increased amounts of bainite and ferrite formed as the distance increases were mainly attributed to the change of prior austenite grain size. The predicted austenite grain sizes are plotted in Figure 6.10. Similar results as in Figure 6.8 to 6.10 can be predicted for heat affected zones with different interpass temperatures. Based on such results, the effects of interpass temperatures on the microstructure formation and final hardness in the heat affected zone can be analyzed.

The major concern in the electroslag cladding is the microstructure and mechanical properties in the grain coarsened region of the heat affected zone. It has been articulated repeatedly in this thesis that interpass temperatures played a key role in
determining the microstructure formation and hardness in the heat affected zone of multipass electroslag cladding on carbon steel propeller shaft. The major reason is that cooling rates at temperatures for bainite and martensite reactions are severely reduced by the elevated interpass temperatures. This section is dedicated to the investigation of the effects of interpass temperatures on the microstructure and hardness in the heat affected zone.

According to Harrison and Farrar,1111 weld heat affected zone is normally characterized into grain coarsened region and grain refined region. Grain coarsened region experienced peak temperatures from \(-1100\,^\circ\text{C}\) up to the melting point of base metal. The calculated precipitate dissolution temperature of the Class I steel, \(T_{\text{Diss}}\), is \(1091\,^\circ\text{C}\) which correlates very well the mentioned lower peak temperature limit for the grain coarsened region. Grain refined region experienced peak temperatures a little above the \(\text{Ae}_3\) temperatures. It was assumed in this research that the austenite grain size would remain at its as-recrystallized size until \(T_{\text{Diss}}\) temperature is reached. Commonly used CCT diagrams for weld heat affected zones are normally measured with austenization temperature in the range \(900\) to \(950\,^\circ\text{C}\) for the grain refined region and \(1300\) to \(1350\,^\circ\text{C}\) for the grain coarsened region. In this research, representative thermal cycles with peak temperatures values of \(1300\) and \(900\) were taken as references to evaluate the effects of interpass temperatures on cooling rates, microstructure and hardness in the grain coarsened region and grain refined region respectively.

The effects of interpass temperature on the cooling rates in grain coarsened and grain refined heat affected zones are presented in Figure 6.11 and 6.12. It can be seen from these two figures, that the cooling curves are very nonlinear at temperatures around the \(\text{Ms}\) point of the steel. With non-linear cooling curves like these, using CCT diagrams, most of which were measured with constant cooling rates using dilatometry method, is doomed to giving unreliable predictions. Empirical models developed based on the concept of carbon equivalents have the same limitations. Only computational model can take the nonlinearity of cooling curves into proper consideration.

The predicted volume fractions of martensite in the grain coarsened and grain refined heat affected zones are plotted in Figure 6.13 and 6.14 as functions of interpass
temperatures. The differences were caused by the prior austenite grain sizes. The predicted hardness in the grain coarsened and grain refined heat affected zones are plotted in Figure 6.15 and 6.16 as functions of interpass temperatures. The predicted HAZ hardness values are in good agreement with the experimentally measured.\(^{(127)}\)

The success in the microstructure and hardness predictions in this research may be well attributed to the capability of computational modeling in accounting for the nonlinearity of cooling curves and proper modeling of bainite and martensite reactions. In this research, bainite was assumed to continue forming at temperatures below Ms temperature as long as austenite remained. These are reasonable approximations to the reality of bainite and martensite reactions, particularly in the cladding heat affected zones where cooling rates were severely reduced at temperatures below Ms temperature by the elevated interpass temperatures. In this research, the rate of martensite formation was appropriately estimated with Koistinen-Marburger relationship,\(^{(230)}\) Equation 3.76. It is a good mathematic representation of martensite transformation based on experimental observations. It is well understood that the formation of martensite is only a function of temperature. A common perception about the formation of martensite has been summarized by Steven and Haynes\(^{(24)}\) as follow: 10% martensite formed at a temperature 10 °C below Ms temperature, 50% martensite formed at a temperature 47 °C below Ms temperature, 90% martensite formed at a temperature 103 °C, and 100% martensite formed at temperature 215 °C below Ms temperature. It is very clear from Figure 6.11 and 6.12 that elevated interpass temperatures prolong the cooling time in the temperature range for the formation of martensite, consequently left more time for the bainite to be formed.

### 6.4 Re-evaluation of Empirical Weld HAZ Models

This research has offered a negative appraisal to the application of empirically based weld heat affected zone models, such as the ones developed by Yurioka et al.,\(^{(113)}\) and by Terasaki.\(^{(138)}\) When these two models were applied to the heat affected zone of electroslag cladding, the predicted HAZ hardness values were consistently 60 to 90
Vickers higher than the experimental measurements. The error would increase as the interpass temperature. Should these two models be applied to the determination of preheat temperature, they predicted preheat temperature unreasonably higher than the actual Ms temperature of the steel to avoid the formation of martensite in the heat affected zone.

Although they are reported quite successful in welding industry, the empirically based weld heat affected zone models bear a very serious limitation by taking only $t_{8/5}$ cooling time as the thermal input to the prediction of microstructure and hardness. There exists a significant difference between electroslag cladding process in this research and conventional welding process. Conventional welding processes normally have the heat input as the major factor affecting the $t_{8/5}$ cooling time in weld heat affected zone. Whereas electroslag cladding in this research has fixed heat input, the interpass temperature is probably the only factor which influence the cooling rate in the heat affected zone. Finite element analysis in this research demonstrated that the $t_{8/5}$ cooling time in the heat affected zone would increase moderately as the interpass temperature goes up. The cooling time from 500 to 300 °C, $t_{5/3}$, on the other hand, would be significantly lengthened as the interpass temperature increases. As the interpass temperature increases from 20 to 275 °C, the $t_{8/5}$ cooling time increases from 23 to 69 seconds, while $t_{5/3}$ increases from 28 to 523 seconds. $T_{8/5}$ may be a good index for ferrite and bainite reactions. It is certainly not a good index for bainite reactions. Cooling time from 500 to 300 °C, $t_{5/3}$, however, is a better index for the cooling rate in the range for bainite reaction.
A complete analysis of microstructure development in the heat affected zone of electroslag cladding of nickel alloys onto low alloy steels consists of analysis of the heat transfer induced by the cladding, thermodynamic modeling of multicomponent Fe-C-M system equilibria for low alloy steels, kinetics model for the austenite grain growth, and reaction kinetics model for austenite decomposition. This research has tackled every issue in the related disciplines.

7.1 Finite Element Analysis

The heat transfer analysis requires weld geometry, material properties, the cladding procedures and parameters as input and provides temperature distribution history, cooling rates for later microstructure and hardness predictions. A macro file was generated to discretize the finite element model so that the meshing can be conducted automatically. The mesh density was optimized according to the expected thermal gradients during the cladding. This macro file takes into account parameters of the weld geometry.

As stated earlier, the finite element analysis has taken many details of the heat transfer into proper consideration. It is believed that the accuracy of the current analysis is limited by the accuracy of the material properties. The cost of incorporating temperature dependent thermal conductivity in finite element analysis is trivial and it should be used whenever the data is available. Thermal properties of nickel alloy 625 were obtained from the manufacturers. They should be reasonably accurate. The
reported thermal conductivity and specific heat of this material are found to be a linear function of temperature. The accuracy of these data was not reported. The enthalpy change of this material was integrated from the specific heat data.

The enthalpy change of the shaft steel was computed according to the thermodynamics of the multicomponent Fe-C-M system. The computed results should have better accuracy than those commonly used in finite element analysis which were actually analytical approximations for pure iron.\textsuperscript{16,17,177-179} For the first time, enthalpy change of steels was computed in a rational method and incorporated into finite element analysis. Thermal conductivities of materials, however, have more uncertainties in the accuracy in terms of their dependence on steel composition and microstructure.

It was well understood that thermal properties of materials are not only temperature dependent, but also dependent on their composition and thermal history, which is associated with the microstructure state. For example, austenite has smaller thermal conductivity and higher specific heat than ferrite at the same temperature. The dependence of thermal properties on the composition and microstructure may hinder the accuracy of finite element heat transfer analysis. Many researchers used the same thermal properties of materials in the heat transfer analysis in welds during heating and cooling. The interactive effects of phase transformations on the heat transfer were ignored. The author, however, used modified thermal conductivity in the heat affected zone during cooling. This is just a step closer to the interaction between heat transfer and phase transformation in the heat affected zone. This treatment offsets, to a certain extent, a common problem in computational weld mechanics: computed cooling rates are often found to be greater than the experimental measured. A more complete treatment would require the enthalpy change of the heat affected zone be modified during cooling. The current analysis in this research did not chose a complete treatment because of concerns in energy balance in HAZ boundary elements and the lack of information on the latent heat of bainite and martensite formation.

The heat transfer analysis was conducted with a two-dimensional finite element model. This was the best choice under the current circumstances. It is true that the heat transfer in clads is three dimensional. A three-dimensional finite element analysis of
such a full size multipass cladding problem, however, requires tremendous amount of computer hours. To make a three-dimensional analysis tractable at a reasonable cost, much coarser mesh sizes have to be used and the heat source model has to be simplified drastically. While development of faster and enhanced performance computers is ever desirable, the finite element analysis for now has to be limited in size and yet, most of the weld features have to be predicted. An accurate three-dimensional analysis and predictions of weld features in a multipass welding is a real task. A two dimensional model, on the other hand, may have much finer mesh and it has the capability of incorporating more details of the heat transfer into the finite element analysis. Physically this is a reasonable approximation because most of the heat flows perpendicular to the cladding direction when isotherms are sufficiently elliptical. The accuracy of such a two-dimensional analysis increases as the cladding speed increases, as the thermal diffusivity decreases.

The finite element analysis in this research is based on a purely heat conduction analysis. Weld pool convection effects have been simulated by using effective values of thermal conductivity. A more accurate representation of the phenomenon would be a combined model of convective and fluid flow in weld pool region and conduction outside weld pool in the solid material. Alternatively, parameters controlling heat flow such as thermal conductivity and heat transfer coefficient can be determined based on weld pool convection model and then used in the heat conduction analysis. The newly added feature for fluid mechanics analysis in the ANSYS revision 5.1, called FLOTRAN, gives the possibility of performing such an analysis. However, since the objective of this research is to analyze the microstructure development in the heat affected zone, it is only considered critical for the analysis to predict accurate thermal history in the heat affected zone. The author found the results in the research rather satisfactory.

It is important that the finite element heat transfer analysis accommodate and simulate the real physics of welding process. For example, as done in this research, the analysis must be able to accommodate the dynamically changing finite element mesh due the addition of filler metal and subsequent cladding passes. Initial and boundary conditions must be appropriately adaptable and accurately incorporated as the process
demands.

7.2 Thermodynamics Model for Computing Multicomponent Fe-C-M System Equilibria

The thermodynamics model presented in this research for computing multicomponent Fe-C-M system equilibria is an extension of the original work by Kirkaldy and his coworkers.\textsuperscript{[204-206]} This model was oriented towards low alloy steels with addition of Mn, Si, Ni, Cr, Mo, Cu, W, V, and Nb. More alloying elements can be incorporated if thermodynamics data become available.

In this research, more consistent thermodynamics data regarding the self interactions of alloying elements and interactions between alloying elements and carbon in both austenite and ferrite are introduced so that some assumptions made by Kirkaldy and his coworkers\textsuperscript{[204-206]} can be eliminated. These data were derived from the Uhrenius’s compendium.\textsuperscript{[209]} The computer algorithm of the thermodynamics model in this research uses iterative scheme and forced convergence Newton-Raphson method. The simplified equation for estimating partitioning of alloying elements in computing \(\gamma\)-\(\alpha\) equilibrium, derived by Kirkaldy, Thomson, and Baganis,\textsuperscript{[205]} was eliminated. Consequently, the accuracy of the thermodynamics model has been improved. The computed \(A_{e3}\) temperatures in this research are in better agreement with the experimentally measured ones than the results previously presented by Kirkaldy and his coworkers.\textsuperscript{[204-206]}

Probably the most distinguishable contribution made in this research is to recognize that the \(\alpha\)-\(\gamma\)-cementite three phase equilibrium in steels occurs over a temperature range. In this research, both the upper limit and the lower limit of this region in steels were computed. The upper limit was defined by the composition point of a steel located on the tie line for \(\alpha\)-\(\gamma\) equilibrium of the tie-triangle designated for the \(\alpha\)-\(\gamma\)-cementite three phase equilibria. This temperature was defined as \(A_{lt}\) temperature of steel. Its significance stands for the temperature at which pearlite starts forming during cooling. It is the real asymptote of pearlite reaction in a TTT diagram. This temperature was later used for the calculation of supercooling in predicting pearlite
reaction. The lower limit was defined by the composition point of a steel located on the tie line for α-cementite equilibrium of the tie-triangle designated for the α-γ-cementite three phase equilibria. This temperature was defined as \( A_{S1} \) temperature of steel. It represents the upper limit of tempering heat treatment. It is also the temperature at which austenite starts forming during heating. It correlates to the experimentally defined and measured \( A_s \) temperature, which represents austenite start. It was found that most of the experimentally measured \( A_s \) temperatures lie between the computed \( A_{S1} \) and \( A_1 \) temperatures.

A reasonable assumption made in this research was that the austenite composition at \( A_{S1} \) temperature represents eutectoid composition point of steels. The equilibrium amount of ferrite and pearlite at all temperatures below \( A_{S1} \) were than computed according to the composition of the eutectoid point and of the steel. This poses no problem for most low alloy steels, particularly the shaft steel involved in this research, because both ferrite and pearlite reactions will not go to completion under ordinary cooling conditions. Conceptually, this is a significant advance.

### 7.3 Austenite Grain Growth Prediction

Accurate prediction of the austenite grain growth in the cladding heat affected zone, or in any weld heat affected zone, has never been an easy task. The empirical kinetics model for grain growth may be used to simulate the grain growth in weld heat affected zone. However, parameters in such models were normally measured under isothermal conditions and they are different from steels to steels. A rational explanation to this is that these parameters are dependent on steel chemistry, particularly some minor elements, and the melting method. When they are applied to the prediction of austenite grain growth in weld heat affected zone, they often overpredict the grain growth by large factors. This may have been caused by the failure of accounting for the effects of thermal gradients, pinning effects from the partially melted zone, and some other possible pinning effects. The observation made by Ikawa et al.\textsuperscript{163} was very interesting, which says, 95% austenite grain growth in weld heat affected zone occurs during the heating.
Virtually only a negligible part of the grain growth takes place during cooling. In a computational model for austenite grain growth, a commonly used method is to integrate the kinetics equation over the time when temperatures are above the $\text{Ae}_3$ temperature or $T_{\text{DISS}}$ temperature for carbides and nitrides to dissolve in the austenite matrix. In the weld heat affected zone, the area under the cooling curve is much larger than that under the heating curve. The author finds this hard to rationalize with the expectation of essentially all grain growth taking place in the heating cycle.

It was concluded by the author that computational modeling of austenite grain growth in weld heat affected zone is so far too difficult to be accomplished with a simple kinetics equation. In this research, the author has adopted a semi-empirical approach to model the growth of prior austenite grains. Austenite grain growth was assumed to remain at its as-recrystallized size, approximately 5 microns for modern steels, until $T_{\text{DISS}}$ temperature is reached. Austenite grains start growing $T_{\text{DISS}}$ up to the peak temperature during heating. Austenite grain growth during cooling is ignored. Computation of austenite grains is terminated whenever its size reaches its maximum size, 105 microns. The kinetics parameters for austenite grain growth by Ikawa et al.\textsuperscript{163} were used to simulate the growth of austenite grains. The author would leave this part of modeling work open for future improvements.

7.4 Prediction of Austenite Decomposition

The reaction kinetics model for austenite decomposition developed in this research was based on modifying the original Kirkaldy-Venugopalan model.\textsuperscript{159} Besides some minor changes, a significant difference between the model presented in this thesis and the Kirkaldy-Venugopalan model was the data base for the coefficient calibration. The original Kirkaldy-Venugopalan model\textsuperscript{159} was calibrated with TTT diagrams in U.S. Steel Atlas.\textsuperscript{156} In this research, the reaction kinetics model was calibrated with empirical formulas developed by DeAndrés and Cars\textsuperscript{119} which were developed based on regression analysis on CCT diagrams. Therefore, the model presented in this research can be considered calibrated with CCT diagrams.
The thesis model and Kirkaldy-Venugopalan model have different formats in accounting for the effects of alloying elements. The model presented in this thesis suggests that all alloying elements contributed to the hardenability and their effects on steel hardenability are multiplicative. The original Kirkaldy-Venugopalan model, however, virtually accounts for ferrite stabilizers only and the model suggests that their effects on steel hardenability are additive. Theoretically, the reaction kinetics model developed in this research has corrected a number of inaccurate assumptions made in the Kirkaldy-Venugopalan model. Prediction of Jominy hardness curves with these two models clearly demonstrated that the modifications are effective and have significantly improved the accuracy of predictions for hardenable steels.

The model developed in this research is comparable with the DeAndrés-Carsí model\[119] in the prediction of Jominy hardness of steels. However, it overcomes the limitations of the DeAndrés-Carsí in predicting phase transformations under nonlinear cooling. Moreover, it provides the whole picture of phase transformations. Since the DeAndrés-Carsí model was a generic empirical model, the model in this research can also be regarded as a generically applicable model for low alloy steels. Application range of the original DeAndrés-Carsí was believed to be the same as the Creusot-Loire model\[116-117] in weight percent: 0.1 < C < 0.5, Si < 1.0, Mn < 2.0, Ni < 4.0, Cr < 3.0, Mo < 1.0, V < 0.2, Cu < 0.5, Mn+Ni+Mo < 5.0, and 0.01 < Al < 0.05. The same application range may be applied to the model developed in this research.

The current model only accounts for alloying elements C, Mn, Si, Ni, Cr, and Mo. Further modifications will be considered to account for alloying elements Cu, W, V, and Nb. Since concentrations of these alloying elements in low alloy steels are normally minor, they are not expected to have substantial effects on the reaction kinetics of austenite decomposition.

At current state, the computational modeling in this research only predicts the as-welded microstructure and hardness in the heat affected zone. It is felt not adequate to model the tempering of martensite and bainite in a rigorous fashion. The author would like anticipate future development in the theoretical modeling of tempering process of martensite and bainite.
7.5 Suggestions for Future Work

Current microstructure and hardness predictions have been performed using FORTAN programs coded by the author. The results of finite element heat transfer analysis were output to local files for the predictions. The new release of ANSYS revision 5.1 has the capability of incorporating user developed subroutines for special analysis. Thus it is possible to code the thermodynamics model, austenite grain growth model, and reaction kinetics model for austenite decomposition into subroutines and link them with ANSYS program. Thus microstructure and hardness predictions may be performed after the heat transfer analysis by simply calling these subroutines. Limited by the time frame, the author regrets that this can only be done in the future.

Although the reliability of the reaction kinetics model presented in this thesis has been tested with Jominy hardness measurements on limited number of steels, and it is believed to be generically applicable to low alloy steels, it is the author’s wish that the reliability of this model be tested more extensively. This may be considered in the future work.
Table 3.1 Temperature dependent values of $\Delta^0 G_{0,\alpha\gamma}$ (cal/mol) for iron$^{[217]}$

<table>
<thead>
<tr>
<th>T (°K)</th>
<th>$\Delta^0 G_{0,\alpha\gamma}$</th>
<th>T (°K)</th>
<th>$\Delta^0 G_{0,\alpha\gamma}$</th>
<th>T (°K)</th>
<th>$\Delta^0 G_{0,\alpha\gamma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>750</td>
<td>412.50</td>
<td>960</td>
<td>119.9</td>
<td>1170</td>
<td>2.52</td>
</tr>
<tr>
<td>760</td>
<td>396.10</td>
<td>970</td>
<td>109.3</td>
<td>1180</td>
<td>0.74</td>
</tr>
<tr>
<td>770</td>
<td>379.90</td>
<td>980</td>
<td>99.3</td>
<td>1184</td>
<td>0.00</td>
</tr>
<tr>
<td>780</td>
<td>364.00</td>
<td>990</td>
<td>89.8</td>
<td>1190</td>
<td>-0.89</td>
</tr>
<tr>
<td>790</td>
<td>348.40</td>
<td>1000</td>
<td>80.80</td>
<td>1200</td>
<td>-2.40</td>
</tr>
<tr>
<td>800</td>
<td>333.00</td>
<td>1010</td>
<td>72.18</td>
<td>1210</td>
<td>-3.82</td>
</tr>
<tr>
<td>810</td>
<td>317.80</td>
<td>1020</td>
<td>64.16</td>
<td>1220</td>
<td>-5.15</td>
</tr>
<tr>
<td>820</td>
<td>302.80</td>
<td>1030</td>
<td>56.75</td>
<td>1230</td>
<td>-6.39</td>
</tr>
<tr>
<td>830</td>
<td>288.10</td>
<td>1040</td>
<td>50.15</td>
<td>1240</td>
<td>-7.55</td>
</tr>
<tr>
<td>840</td>
<td>273.50</td>
<td>1050</td>
<td>44.31</td>
<td>1250</td>
<td>-8.63</td>
</tr>
<tr>
<td>850</td>
<td>259.10</td>
<td>1060</td>
<td>39.11</td>
<td>1260</td>
<td>-9.63</td>
</tr>
<tr>
<td>860</td>
<td>244.70</td>
<td>1070</td>
<td>34.21</td>
<td>1270</td>
<td>-10.55</td>
</tr>
<tr>
<td>870</td>
<td>230.80</td>
<td>1080</td>
<td>29.92</td>
<td>1280</td>
<td>-11.40</td>
</tr>
<tr>
<td>880</td>
<td>217.30</td>
<td>1090</td>
<td>26.07</td>
<td>1290</td>
<td>-12.17</td>
</tr>
<tr>
<td>890</td>
<td>204.10</td>
<td>1100</td>
<td>22.22</td>
<td>1300</td>
<td>-12.87</td>
</tr>
<tr>
<td>900</td>
<td>191.10</td>
<td>1110</td>
<td>18.37</td>
<td>1350</td>
<td>-15.29</td>
</tr>
<tr>
<td>910</td>
<td>178.30</td>
<td>1120</td>
<td>14.92</td>
<td>1400</td>
<td>-16.10</td>
</tr>
<tr>
<td>920</td>
<td>166.00</td>
<td>1130</td>
<td>11.84</td>
<td>1450</td>
<td>-15.64</td>
</tr>
<tr>
<td>930</td>
<td>154.10</td>
<td>1140</td>
<td>9.10</td>
<td>1500</td>
<td>-13.95</td>
</tr>
<tr>
<td>940</td>
<td>142.40</td>
<td>1150</td>
<td>6.66</td>
<td>1600</td>
<td>-7.20</td>
</tr>
<tr>
<td>950</td>
<td>142.40</td>
<td>1160</td>
<td>4.48</td>
<td>1668</td>
<td>0.00</td>
</tr>
</tbody>
</table>
### Table 3.2 Molar free energy change for solid state phase transformations

<table>
<thead>
<tr>
<th>Element</th>
<th>$\Delta^\circ G_i^{\text{iso}}$ (cal/mol)</th>
<th>$\Delta^\circ G_i^{\text{eq}}$ (cal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>$-15323 + 7.686T$</td>
<td>$15940 - 5.7T$</td>
</tr>
<tr>
<td>Mn</td>
<td>$-26650 + 42.69T - 0.017T^2$</td>
<td>$430 - 0.305T$</td>
</tr>
<tr>
<td>Si</td>
<td>$-5954 + 38.799T - 4.7244T\ln T$</td>
<td>$5954 - 38.799T + 4.7244T\ln T$</td>
</tr>
<tr>
<td>Ni</td>
<td>$-4545 + 3.233T$</td>
<td>$1330 - 0.26T$</td>
</tr>
<tr>
<td>Cr</td>
<td>$-367 + 4.646T + 0.6568T\ln T$</td>
<td>$367 + 4.7T - 0.6568T\ln T$</td>
</tr>
<tr>
<td>Mo</td>
<td>$565 + 0.15T$</td>
<td>$-565 - 0.15T$</td>
</tr>
<tr>
<td>Cu</td>
<td>$-25500 + 41.183T - 0.017T^2$</td>
<td>$-1450 - 0.8T$</td>
</tr>
<tr>
<td>W</td>
<td>$1290 - 0.30T$</td>
<td>$-2500 - 0.15T$</td>
</tr>
<tr>
<td>V</td>
<td>$8357 + 13.8T - 0.0051T^2$</td>
<td>$-8357 - 13.8T + 0.0051T^2$</td>
</tr>
<tr>
<td>Nb</td>
<td>$5162 - 2.875T$</td>
<td>$-5162 + 2.875T$</td>
</tr>
</tbody>
</table>
Table 3.3  Molar free energy change for melting

<table>
<thead>
<tr>
<th>Element</th>
<th>$\Delta^0 G_f^{\text{r-l}}$ (cal/mol)</th>
<th>$\Delta^0 G_f^{\text{s-l}}$ (cal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-5360 + 0.6T</td>
<td>-21300 + 6.3T</td>
</tr>
<tr>
<td>Mn</td>
<td>3070 - 2.03T</td>
<td>3500 - 2.308T</td>
</tr>
<tr>
<td>Si</td>
<td>-2246 - 34.899T + 4.7244TlnT</td>
<td>-8200 + 3.9T</td>
</tr>
<tr>
<td>Ni</td>
<td>-790 - 0.64T</td>
<td>-2120 - 0.38T</td>
</tr>
<tr>
<td>Cr</td>
<td>-4233 + 6.89T - 0.6568TlnT</td>
<td>-4600 + 2.19T</td>
</tr>
<tr>
<td>Mo</td>
<td>-7165 + 2.14T</td>
<td>-6600 + 2.29T</td>
</tr>
<tr>
<td>Cu</td>
<td>-2650 + 0.8T</td>
<td>-1200</td>
</tr>
<tr>
<td>W</td>
<td>-8790 + 3.95T</td>
<td>-7500 + 3.65T</td>
</tr>
<tr>
<td>V</td>
<td>3257 - 11.5T + $0.0051 T^2$</td>
<td>-5100 + 2.3T</td>
</tr>
<tr>
<td>Nb</td>
<td>-10661 + 5.175T</td>
<td>-5500 + 2.3T</td>
</tr>
</tbody>
</table>
Table 3.4 Standard magnetic entropy of pure iron \((\delta S_{Fe})_{mag}\) from Weiss and Tauer\(^{213}\)

<table>
<thead>
<tr>
<th>T(°K)</th>
<th>((\delta S_{Fe})_{mag})</th>
<th>T(°K)</th>
<th>((\delta S_{Fe})_{mag})</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>0.05</td>
<td>1200</td>
<td>1.84</td>
</tr>
<tr>
<td>500</td>
<td>0.09</td>
<td>1300</td>
<td>1.94</td>
</tr>
<tr>
<td>600</td>
<td>0.16</td>
<td>1400</td>
<td>1.99</td>
</tr>
<tr>
<td>700</td>
<td>0.28</td>
<td>1500</td>
<td>2.02</td>
</tr>
<tr>
<td>800</td>
<td>0.45</td>
<td>1600</td>
<td>2.04</td>
</tr>
<tr>
<td>900</td>
<td>0.72</td>
<td>1700</td>
<td>2.05</td>
</tr>
<tr>
<td>1000</td>
<td>1.16</td>
<td>1800</td>
<td>2.06</td>
</tr>
<tr>
<td>1100</td>
<td>1.67</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.5 Self interaction coefficients of alloying elements

<table>
<thead>
<tr>
<th>Element</th>
<th>$\epsilon_{ii}^{a} = \epsilon_{ii}^{b}$</th>
<th>$\epsilon_{ii}^{\gamma}$</th>
<th>$\epsilon_{ii}^{\delta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1.3</td>
<td>4.786+5066/T</td>
<td>0.389+7810/T</td>
</tr>
<tr>
<td>Mn</td>
<td>3.082+4679/T+1519.8(σ_{Fe})_{mag}/T</td>
<td>2.406-175.6/T</td>
<td>31.4/T</td>
</tr>
<tr>
<td>Si</td>
<td>-16.35-44829/T</td>
<td>26048/T</td>
<td>24751/T</td>
</tr>
<tr>
<td>Ni</td>
<td>2.013+4595/T+385.5(σ_{Fe})_{mag}/T</td>
<td>-2839/T</td>
<td>312.6/T</td>
</tr>
<tr>
<td>Cr</td>
<td>2.819-6039/T</td>
<td>7.655-3154/T-0.661lnT</td>
<td>9.8/T</td>
</tr>
<tr>
<td>Mo</td>
<td>-0.219-4472/T+402.6(σ_{Fe})_{mag}/T</td>
<td>-2330/T</td>
<td>-1343/T</td>
</tr>
<tr>
<td>Cu</td>
<td>0.634-11270/T+1006.5(σ_{Fe})_{mag}/T</td>
<td>-1.376-5766/T</td>
<td>11011/T</td>
</tr>
<tr>
<td>W</td>
<td>-9058/T</td>
<td>0.453-7851/T</td>
<td>-4289/T</td>
</tr>
<tr>
<td>V</td>
<td>1.564+4811/T</td>
<td>11.987+20473/T</td>
<td>6056/T</td>
</tr>
</tbody>
</table>
Table 3.6 Interaction coefficients between alloying elements and carbon

<table>
<thead>
<tr>
<th>Element</th>
<th>$\epsilon_{ii}^a = \epsilon_{ii}^b$</th>
<th>$\epsilon_{ii}^γ$</th>
<th>$\epsilon_{ii}^L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1.3</td>
<td>4.786 + 0.066/T</td>
<td>0.389 + 0.7810/T</td>
</tr>
<tr>
<td>Mn</td>
<td>0.464 - 0.4989/T</td>
<td>-4811/T</td>
<td>-5060/T</td>
</tr>
<tr>
<td>Si</td>
<td>0.464 + 1.7049/T</td>
<td>1.4794/T</td>
<td>-0.428 + 1.8740/T</td>
</tr>
<tr>
<td>Ni</td>
<td>0.464 + 0.6377/T</td>
<td>5.533/T</td>
<td>5.340/T</td>
</tr>
<tr>
<td>Cr</td>
<td>2.022 + 0.5316/T</td>
<td>14.193 - 3.0209/T</td>
<td>-9.500/T</td>
</tr>
<tr>
<td>Mo</td>
<td>0.464 - 0.9869/T</td>
<td>-1.0714/T</td>
<td>-0.7490/T</td>
</tr>
<tr>
<td>Cu</td>
<td>7.080 - 0.4689/T</td>
<td>6.615 - 0.5533/T</td>
<td>7.586/T</td>
</tr>
<tr>
<td>W</td>
<td>0.464 - 0.2603/T</td>
<td>-1.0342/T</td>
<td>-1.2230/T</td>
</tr>
<tr>
<td>V</td>
<td>0.464 - 0.20806/T</td>
<td>-2.1650/T</td>
<td>-0.30100/T</td>
</tr>
<tr>
<td>Nb</td>
<td>-2.8770/T</td>
<td>-2.8770/T</td>
<td>-4.6615/T</td>
</tr>
</tbody>
</table>
Table 3.7 Standard free energy change between cementite and $\gamma$ phase\textsuperscript{[209]}

<table>
<thead>
<tr>
<th>Element</th>
<th>$^{0}G_{M,\gamma}^{cem} - ^{0}G_{M,\gamma}^{y} - \frac{1}{2}^{0}G_{C,\gamma}^{y}$ (cal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>-493.1-14.370T+1.788TlnT</td>
</tr>
<tr>
<td>Mn</td>
<td>-6910.9+4.594T</td>
</tr>
<tr>
<td>Ni</td>
<td>-201.6+0.966T</td>
</tr>
<tr>
<td>Cr</td>
<td>-3879.9-1.953T</td>
</tr>
<tr>
<td>Mo</td>
<td>1923.2+2.597T</td>
</tr>
<tr>
<td>W</td>
<td>11428.5+6.845T</td>
</tr>
<tr>
<td>V</td>
<td>-6727.1-1.897T</td>
</tr>
</tbody>
</table>

Table 3.8 Interaction coefficient between iron and alloying elements in cementite\textsuperscript{[209]}

<table>
<thead>
<tr>
<th>Element</th>
<th>$A_{ih}$ (cal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn</td>
<td>1995.7-3.633T-956Y_{Mn}^{cem}</td>
</tr>
<tr>
<td>Ni</td>
<td>0</td>
</tr>
<tr>
<td>Cr</td>
<td>427.8</td>
</tr>
<tr>
<td>Mo</td>
<td>0</td>
</tr>
<tr>
<td>W</td>
<td>0</td>
</tr>
<tr>
<td>V</td>
<td>-6742.4</td>
</tr>
</tbody>
</table>
Table 3.9 Reported Austenite Grain Growth Parameters

<table>
<thead>
<tr>
<th></th>
<th>n</th>
<th>Q (kcal/mol)</th>
<th>$K_0$ (mm$^3$/sec)</th>
<th>Steels</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cole et al.</td>
<td>2</td>
<td>30</td>
<td>$5 \times 10^2$</td>
<td>plain eutectoid steel</td>
<td>222</td>
</tr>
<tr>
<td>Hannerz et al.</td>
<td>6</td>
<td>NA</td>
<td>NA</td>
<td>cast and forged steels</td>
<td>228</td>
</tr>
<tr>
<td>Manyior et al.</td>
<td>2</td>
<td>110</td>
<td>NA</td>
<td>low alloy steels</td>
<td>116</td>
</tr>
<tr>
<td>Ikwa et al.</td>
<td>4</td>
<td>137.7</td>
<td>$2.969 \times 10^{15}$</td>
<td>HT80</td>
<td>163</td>
</tr>
<tr>
<td>Alberry et al.</td>
<td>2.73</td>
<td>110</td>
<td>$5.4 \times 10^{12}$</td>
<td>Cr-Mo-V steels, weld HAZ</td>
<td>167</td>
</tr>
<tr>
<td></td>
<td>1.28</td>
<td>110</td>
<td>$5.4 \times 10^{12}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ashby et al.</td>
<td>2</td>
<td>16RT$_M$</td>
<td>NA</td>
<td>C-Mn steels</td>
<td>170</td>
</tr>
<tr>
<td>Saito et al.</td>
<td>10</td>
<td>95.6</td>
<td>$3.87 \times 10^{22}$ for $T \geq 1100$ °C</td>
<td>hot rolled steels</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td></td>
<td>218.5</td>
<td>$1.31 \times 10^{22}$ for $T &lt; 1100$ °C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeAndrés and Carsi</td>
<td>5.05</td>
<td>106.7</td>
<td>$2.72 \times 10^{17}$</td>
<td>without inhibitors</td>
<td>119</td>
</tr>
<tr>
<td></td>
<td></td>
<td>134.4</td>
<td>$9.80 \times 10^{14}$</td>
<td>with inhibitors</td>
<td></td>
</tr>
<tr>
<td>Gergely et al.</td>
<td>2.44</td>
<td>75.8</td>
<td>$6.087 \times 10^7$</td>
<td>low alloy steels</td>
<td>230</td>
</tr>
</tbody>
</table>
Table 4.1 Electroslag cladding parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>650 A</td>
</tr>
<tr>
<td>Voltage</td>
<td>27 V</td>
</tr>
<tr>
<td>Cladding Speed</td>
<td>29.6 cm/sec</td>
</tr>
<tr>
<td>Strip Electrode Feed Rate</td>
<td>296 cm/sec</td>
</tr>
</tbody>
</table>
Table 5.1 Undercooling $\Delta T$ due to C and Ni in Andrew's Ae$_3$ formula\cite{254}

<table>
<thead>
<tr>
<th>C+Ni/10 (wt%)</th>
<th>$\Delta T$ (°C)</th>
<th>C+Ni/10 (wt%)</th>
<th>$\Delta T$ (°C)</th>
<th>C+Ni/10 (wt%)</th>
<th>$\Delta T$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>24</td>
<td>0.25</td>
<td>93</td>
<td>0.45</td>
<td>137</td>
</tr>
<tr>
<td>0.10</td>
<td>48</td>
<td>0.30</td>
<td>106</td>
<td>0.50</td>
<td>145</td>
</tr>
<tr>
<td>0.15</td>
<td>64</td>
<td>0.35</td>
<td>117</td>
<td>0.60</td>
<td>160</td>
</tr>
<tr>
<td>0.20</td>
<td>80</td>
<td>0.40</td>
<td>128</td>
<td>0.70</td>
<td>173</td>
</tr>
</tbody>
</table>

Table 5.2 Statistics analysis of computed Ae$_3$ temperatures for the 19 steels measured by Grange\cite{259}

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean Difference</th>
<th>R.M.S Difference</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesis Model</td>
<td>-1.823</td>
<td>5.523</td>
<td>5.213</td>
</tr>
<tr>
<td>Kirkaldy and Baganis</td>
<td>-8.573</td>
<td>10.432</td>
<td>5.944</td>
</tr>
<tr>
<td>Grange's Ae$_3$ Formula</td>
<td>-1.004</td>
<td>3.748</td>
<td>3.611</td>
</tr>
<tr>
<td>Andrews' Ae$_3$ formula</td>
<td>1.184</td>
<td>13.871</td>
<td>13.820</td>
</tr>
<tr>
<td>Andrews' Ac$_3$ formula</td>
<td>-10.614</td>
<td>13.572</td>
<td>8.459</td>
</tr>
</tbody>
</table>
Table 5.3 Statistics analysis of computed $A_3$ temperatures for 72 steels in U.S. Steel Atlas\textsuperscript{156}

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean Difference</th>
<th>R.M.S Difference</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesis Model for $Ae_3$</td>
<td>-6.184</td>
<td>11.925</td>
<td>10.196</td>
</tr>
<tr>
<td>Kirkaldy and Baganis</td>
<td>-14.847</td>
<td>19.036</td>
<td>11.914</td>
</tr>
<tr>
<td>Grange's $Ae_3$ Formula</td>
<td>-9.842</td>
<td>14.634</td>
<td>10.830</td>
</tr>
<tr>
<td>Andrews' $Ae_3$ formula</td>
<td>2.214</td>
<td>30.558</td>
<td>30.478</td>
</tr>
</tbody>
</table>

Table 5.4 Computed partition coefficients ($A_i = X_i^{/''}/X_i^{/''}$) of alloying elements as functions of carbon content in austenite at 1000 °K

<table>
<thead>
<tr>
<th>Element</th>
<th>$C=0.02$</th>
<th>$C=0.04$</th>
<th>$C=0.06$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn</td>
<td>0.59</td>
<td>0.57</td>
<td>0.54</td>
</tr>
<tr>
<td>Si</td>
<td>1.27</td>
<td>1.45</td>
<td>1.65</td>
</tr>
<tr>
<td>Ni</td>
<td>0.54</td>
<td>0.57</td>
<td>0.60</td>
</tr>
<tr>
<td>Cr</td>
<td>0.68</td>
<td>0.59</td>
<td>0.51</td>
</tr>
<tr>
<td>Mo</td>
<td>1.30</td>
<td>1.18</td>
<td>1.08</td>
</tr>
<tr>
<td>Cu</td>
<td>0.52</td>
<td>0.53</td>
<td>0.53</td>
</tr>
<tr>
<td>W</td>
<td>1.50</td>
<td>1.37</td>
<td>1.25</td>
</tr>
<tr>
<td>V</td>
<td>0.98</td>
<td>0.81</td>
<td>1.47</td>
</tr>
</tbody>
</table>
Table 5.5 Statistics analysis of computed $A_1$ temperatures for the 19 steels measured by Grange\textsuperscript{[259]}

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean Difference</th>
<th>R.M.S. Difference</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesis Model for $Ae_1$</td>
<td>7.669</td>
<td>-11.280</td>
<td>8.272</td>
</tr>
<tr>
<td>Thesis Model for $As_1$</td>
<td>-7.317</td>
<td>11.315</td>
<td>8.630</td>
</tr>
<tr>
<td>Grange’s $A_s$ Formula</td>
<td>2.096</td>
<td>3.653</td>
<td>2.992</td>
</tr>
<tr>
<td>Andrews’ $Ac_1$ formula</td>
<td>2.706</td>
<td>4.625</td>
<td>3.750</td>
</tr>
</tbody>
</table>

Table 5.6 Standard deviation of computed versus measured $A_1$ temperatures for 66 steels in U.S. Steel Atlas\textsuperscript{[156]}

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean Difference</th>
<th>R.M.S. Difference</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesis Model for $Ae_1$</td>
<td>9.7</td>
<td>13.4</td>
<td>9.2</td>
</tr>
<tr>
<td>Thesis Model for $As_1$</td>
<td>-4.7</td>
<td>11.2</td>
<td>10.2</td>
</tr>
<tr>
<td>Grange’s $A_s$ Formula</td>
<td>3.6</td>
<td>8.9</td>
<td>8.1</td>
</tr>
<tr>
<td>Andrews’ $Ac_1$ formula</td>
<td>4.4</td>
<td>9.1</td>
<td>8.0</td>
</tr>
</tbody>
</table>
Table 5.7 Composition of steels (wt%) for Jominy end-quench tests

<table>
<thead>
<tr>
<th>Steels</th>
<th>C</th>
<th>Mn</th>
<th>Si</th>
<th>Ni</th>
<th>Cr</th>
<th>Mo</th>
<th>Cu</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>A36</td>
<td>0.20</td>
<td>1.01</td>
<td>0.1</td>
<td>0.02</td>
<td>0.02</td>
<td>-</td>
<td>0.05</td>
<td>0.002</td>
</tr>
<tr>
<td>A588</td>
<td>0.24</td>
<td>0.98</td>
<td>0.1</td>
<td>0.02</td>
<td>0.02</td>
<td>-</td>
<td>0.04</td>
<td>0.001</td>
</tr>
<tr>
<td>4140</td>
<td>0.38</td>
<td>0.81</td>
<td>0.28</td>
<td>0.11</td>
<td>0.98</td>
<td>0.22</td>
<td>0.11</td>
<td>0.003</td>
</tr>
<tr>
<td>Class 1</td>
<td>0.24</td>
<td>0.31</td>
<td>0.20</td>
<td>3.04</td>
<td>0.39</td>
<td>0.44</td>
<td>0.09</td>
<td>0.052</td>
</tr>
</tbody>
</table>

Table 5.8 Austenizing temperature and holding time for samples

<table>
<thead>
<tr>
<th>Steel</th>
<th>Austenizing Temperature (°C)</th>
<th>Holding Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A36</td>
<td>838</td>
<td>66</td>
</tr>
<tr>
<td>A588</td>
<td>868</td>
<td>30</td>
</tr>
<tr>
<td>4140</td>
<td>845</td>
<td>30</td>
</tr>
<tr>
<td>Class 1</td>
<td>838</td>
<td>42</td>
</tr>
</tbody>
</table>
### Table 5.9 Important temperatures for austenite decomposition in steels

<table>
<thead>
<tr>
<th>Steel</th>
<th>$A_{e_2}(°C)$</th>
<th>$A_{p_1}(°C)$</th>
<th>$A_{e_1}(°C)$</th>
<th>$A_{p_1}(°C)$</th>
<th>$A_{s_1}(°C)$</th>
<th>$T_{ps}(°C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A36</td>
<td>827</td>
<td>826</td>
<td>719</td>
<td>719</td>
<td>710</td>
<td>719</td>
</tr>
<tr>
<td>A588</td>
<td>815</td>
<td>814</td>
<td>720</td>
<td>720</td>
<td>711</td>
<td>720</td>
</tr>
<tr>
<td>4140</td>
<td>775</td>
<td>725</td>
<td>731</td>
<td>708</td>
<td>713</td>
<td>725</td>
</tr>
<tr>
<td>Class 1</td>
<td>762</td>
<td>728</td>
<td>703</td>
<td>677</td>
<td>686</td>
<td>680</td>
</tr>
</tbody>
</table>

### Table 5.10 Equilibrium amount of ferrite and pearlite at $A_{s_1}$ temperatures

<table>
<thead>
<tr>
<th>Steel</th>
<th>$C_{Eut}$(wt%)</th>
<th>$C_F$(wt%)</th>
<th>$X_{FE}$</th>
<th>$X_{PE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A36</td>
<td>0.760</td>
<td>0.013</td>
<td>0.750</td>
<td>0.250</td>
</tr>
<tr>
<td>A588</td>
<td>0.760</td>
<td>0.013</td>
<td>0.750</td>
<td>0.250</td>
</tr>
<tr>
<td>4140</td>
<td>0.767</td>
<td>0.012</td>
<td>0.507</td>
<td>0.493</td>
</tr>
<tr>
<td>Class 1</td>
<td>0.594</td>
<td>0.009</td>
<td>0.607</td>
<td>0.393</td>
</tr>
</tbody>
</table>
Table 5.11 Predicted incubation and completion times of ferrite reaction at nose temperature in steel 4140

<table>
<thead>
<tr>
<th>Model</th>
<th>$T_{NF}$ (°C)</th>
<th>$\tau_{1/2}$ (sec)</th>
<th>$\tau_{F}$ (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesis Model</td>
<td>607</td>
<td>82.4</td>
<td>825</td>
</tr>
<tr>
<td>Kirkaldy-Venugopalan Model</td>
<td>587</td>
<td>4.8</td>
<td>28.0</td>
</tr>
<tr>
<td>Kawasaki Steel Model</td>
<td>635</td>
<td>26.8</td>
<td>1230</td>
</tr>
</tbody>
</table>

Table 5.12 Predicted incubation and completion times of bainite reaction at nose temperature in steel 4140

<table>
<thead>
<tr>
<th>Model</th>
<th>$T_{NB}$ (°C)</th>
<th>$\tau_{b}$ (sec)</th>
<th>$\tau_{BF}$ (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesis Model</td>
<td>464</td>
<td>4.8</td>
<td>96.1</td>
</tr>
<tr>
<td>Kirkaldy-Venugopalan Model</td>
<td>462</td>
<td>5.6</td>
<td>242</td>
</tr>
<tr>
<td>Kawasaki Steel Model</td>
<td>512</td>
<td>2.8</td>
<td>527</td>
</tr>
</tbody>
</table>
Table 5.13 Critical cooling rates for 100% martensite formation and martensite hardness in steel 4140

<table>
<thead>
<tr>
<th>Models</th>
<th>Cooling Rate (°C/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thesis Model</td>
<td>23.6</td>
</tr>
<tr>
<td>Kirkaldy-Venugopalan Model</td>
<td>108</td>
</tr>
<tr>
<td>Kawasaki Steel Model</td>
<td>156</td>
</tr>
<tr>
<td>Creusot-Loire Model</td>
<td>22.9</td>
</tr>
<tr>
<td>DeAndrés-Carsí Model</td>
<td>24.1</td>
</tr>
<tr>
<td>Terasaki Model</td>
<td>30.4</td>
</tr>
<tr>
<td>Yurioka Model</td>
<td>43.1</td>
</tr>
</tbody>
</table>

Table 5.14 Some typical values of I(X) and S(X)

<table>
<thead>
<tr>
<th></th>
<th>X=0.01</th>
<th>X=0.5</th>
<th>X=0.99</th>
<th>X=1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>I(X)</td>
<td>0.588</td>
<td>2.127</td>
<td>3.666</td>
<td>4.254</td>
</tr>
<tr>
<td>S(X)</td>
<td>0.103</td>
<td>1.025</td>
<td>1.946</td>
<td>2.050</td>
</tr>
</tbody>
</table>
Figure 1.1 Electroslag cladding onto a propeller shaft and a flat workpiece (insert photo).
Figure 2.1 Experimental setup of electroslag cladding.
Figure 2.2 Heat transfer coefficients on the outside surface of shaft E290.

Figure 2.3 Heat transfer coefficients on the ends of shaft E290.
Figure 2.4 Heat transfer coefficient on the inside surface on shaft E290.

Figure 2.5 Heat flux profile of the electroslag cladding heat source model along the cladding direction.
Figure 2.6 Thermal conductivity of materials.

Figure 2.7 Enthalpy change of materials.
Figure 2.8 Finite element mesh of the clad and adjacent region for analysis the first clad pass.

Figure 2.9 Finite element mesh of the clad and adjacent region for analyzing the second clad pass.
Figure 3.1 Photograph of a single pass clad and its adjacent heat affected zone.

(courtesy of Y. P. Gao[^73])
Figure 3.2 Illustration of microstructural changes in the heat affected zone
(a) Fe-Fe$_3$C phase diagram, and (b) typical thermal cycle in the heat affected zone.
Figure 4.1 Typical comparison between the computed and measured thermal cycles in the cladding heat affected zone.

Figure 4.2 Comparison between computed and measured interpass temperatures during cladding on shaft E290.
Figure 4.3 Comparison between computed and measured $t_{85}$ cooling times in the heat affected zone of shaft E290.

Figure 4.4 Predicted interpass temperatures for the cladding on shaft E290.
Figure 4.5 Predicted $t_{S/5}$ cooling time for the cladding on shaft 290.

Figure 4.6 Predicted $t_{S/5}$ cooling time a function of interpass temperatures.
Figure 4.7 Predicted HAZ size for the cladding on shaft E290.

Figure 4.8 Temperature in the heat affected zone and at left end of a shaft versus starting distance of cladding.
Figure 4.9 Assumed Optimal preheating temperature distribution for cladding onto a long shaft.

Figure 4.10 Predicted interpass temperatures before cladding each pass onto a long shaft.
Figure 5.1 Predicted and experimental $A_e_3$ temperatures.
Data from Grange.\textsuperscript{[259]}

Figure 5.2 Predicted and experimental $A_e_3$ temperatures.
data from U.S. Steel Atlas.\textsuperscript{[155]}
Figure 5.3 Predicted $\text{Ae}_1$, $\text{As}_1$ and experimental $\text{As}$ temperatures. Data from Grange.\textsuperscript{[254]}

Figure 5.4 Predicted $\text{Ae}_1$, $\text{As}_1$ and experimental $\text{As}$ temperatures. Data from U.S. Steel Atlas.\textsuperscript{[156]}
Figure 5.5 Finite element mesh for modeling Jominy end-quench bars.

Figure 5.6 Thermal conductivity of steels used in the finite element analysis.
Figure 5.7 Enthalpy change of the steels used in the finite element analysis.

Figure 5.8 Convective heat transfer coefficient at the cylindrical surface of Jominy bars.
Figure 5.9 Predicted and measured Jominy hardness curve of A36 steel.

Figure 5.10 Predicted and measured Jominy hardness curve of A588 steel.
Figure 5.11 Predicted and measured Jominy hardness curve of 4140 steel.

Figure 5.12 Predicted and measured Jominy hardness curve of Class 1 steel.
Figure 5.13 Characteristics of $I(X)$ and $S(X)$ terms.
Figure 6.1 Predicted TTT diagram for the gain coarsened HAZ (G.S. = 105 μm).

Figure 6.2 Predicted TTT diagram for the grain refined HAZ (G.S. = 5 μm).
Figure 6.3 Predicted CCT diagram for the grain coarsened HAZ (G.S. = 105 μm).

Figure 6.4 Predicted CCT diagram for the grain refined HAZ (G.S. = 5 μm).
Figure 6.5 Predicted and measured HAZ hardness profile ($T_0 = 93 ^\circ$C).

Figure 6.6 Predicted and measured HAZ hardness.
Figure 6.7 Computed thermal cycles in the HAZ versus distances from the original clad/substrate interface ($T_0 = 150 \, ^\circ\text{C}$).

Figure 6.8 Predicted martensite volume fraction in the HAZ versus distances from the original clad/substrate interface ($T_0 = 150 \, ^\circ\text{C}$).
Figure 6.9 Predicted hardness in the HAZ versus distances from the original clad/substrate interface ($T_0=150 \, ^\circ\text{C}$).

Figure 6.10 Predicted austenite grain size in the HAZ versus distances from the original clad/substrate interface ($T_0=150 \, ^\circ\text{C}$).
Figure 6.11 Representative thermal cycles in the grain coarsened region of HAZ as functions of interpass temperature.

Figure 6.12 Representative thermal cycles in the grain refined region of HAZ as functions of interpass temperature.
Figure 6.13 Predicted martensite volume fractions in the grain coarsened HAZ as a function of interpass temperature.

Figure 6.14 Predicted martensite volume fractions in the grain refined HAZ as a function of interpass temperature.
Figure 6.15 Predicted hardness in the grain coarsened HAZ as a function of interpass temperature.

Figure 6.16 Predicted hardness in the grain refined HAZ as a function of interpass temperature.
REFERENCES


30. Roberts, O. F. T., "The Theoretical Scattering of Smoke in a Turbulent


73. Karlsson, R. I. and Josefson, B. L., "Three-Dimensional Finite Element Analysis of Temperature and Stresses in a Single-Pass Butt Welded Pipe." *Journal of*


136. Terasaki, T., "Study of Predictive Equations of Thermal Factor and Hardness


158. Kirkaldy, J. S. and Sharma, R. C., "A New Phenomenology for IT and CCT


189. Thermophysical Properties of Matter - vol. 7 Thermal Radiative Properties of Metallic Elements and Alloys, Edited by Touloukian, Y. S. and Ho, C. Y.,
207


210. Richardson, F. D., "The Thermodynamics of Metallurgical Carbides and of


235. Tzitzelkov, I., Hougardy, H. P., and Rose, A., "Mathematical Description of the


The author was born on May 23, 1964 in Sichuan Province, China. He received his Bachelor of Engineering degree in welding engineering from Tsing Hua (Qinghua) University, Beijing, China, in 1984, and his Master of Engineering degree in materials science and engineering from Beijing Institute of Aeronautical Materials, Beijing, China, in 1987.

He had worked in the Beijing Institute of Aeronautical Materials for three years as a research engineer until he joined Oregon Graduate Institute of Science & Technology, Portland, Oregon, in 1990. He finished the requirements for the degree of Doctor of Philosophy in materials science and engineering in September, 1995.